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Resumen

Este trabajo doctoral se adentra en la generacion y explotacion de conocimiento dentro de Ambientes
Inteligentes, abordando la inherente falta de estructura semantica en la Web. Para ello, se propone un
enfoque central basado en el paradigma de Datos Enlazados, que permite interconectar y mejorar la
comprension del significado de los datos en Internet, tanto para humanos como para maquinas,
mediante el uso de estandares y enlaces entre recursos. La explotacién inteligente de este conocimiento
en un Ambiente Inteligente se logra integrando mecanismos avanzados como el Aprendizaje
Automatico para construir modelos predictivos o de clasificacion, incluyendo técnicas como los
Autocodificadores Variacionales para la generacién de datos sintéticos y Redes Neuronales
Convolucionales para la extraccion de caracteristicas. Ademas, se incorpora el Meta-Aprendizaje para
permitir que los sistemas de Aprendizaje Automatico "aprendan a aprender”" de experiencias previas,
adaptando técnicas y gestionando metadatos como Meta-Dataset, Meta-Caracteristicas, Meta-Técnicas
y Meta-Modelos. Crucialmente, la Ldgica Dialéctica se emplea para resolver situaciones de
contradiccion o ambigiiedad, gestionando estados como la vaguedad, declaraciones contingentes sobre
el futuro, fallos de presuposicion, discurso ficticio y razonamiento contrafactico. La investigacion
presenta arquitecturas computacionales innovadoras: un Sistema de Recomendacion Hibrido que
combina logica descriptiva y dialéctica con Datos Enlazados para gestionar informacién inconsistente y
explotar la semantica web, una extension del middleware MiSCi con una capa de Datos Enlazados para
el enriquecimiento y la explotacion semantica en tiempo real en ciudades inteligentes, y un Sistema de
Generacion Automatica de Ontologias que crea y enriquece ontologias emergentes de forma autébnoma
utilizando Datos Enlazados. Finalmente, la arquitectura de Meta-Aprendizaje fue extendida para la
creacion automatica de modelos de conocimiento apoyado en ciclos autbnomos para tareas de analisis
de datos, facilitando su adaptacién rapida a nuevos escenarios en contextos como la automatizacion de
cadenas de produccion agroindustrial, mediante un ciclo autonomo que supervisa la ejecucién de sus
madulos a través de tareas de Observacion, Analisis y Decision.

Palabras Claves: Datos Enlazados, Meta-Aprendizaje, Logica Dialéctica, Aprendizaje Automatico,
Ambientes Inteligentes
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1 Introduccion

1.1 Planteamiento del Problema

Los nuevos avances en las tecnologias de la informacién y la evolucion de la World Wide Web, han
transformado a la actual Web en un gran repositorio de documentos de distintos tipos, como imagenes,
texto, entre otros. La Web presenta un gran problema en su uso como repositorio de informacion, por la
falta de una estructura semantica que permita interpretar el contenido de la mayoria de la informacién
contenida en la Web. En ese sentido, uno de los primeros esfuerzos que se ha hecho para explotar el
gran contenido de informacién en ella, es su modelado usando ontologias, desarrollandose toda un area
dedicada a estos temas conocida como la Web Semdntica [1, 2]. Una extension reciente de dicha area es
el paradigma llamado Datos Enlazados o Vinculados (en inglés, Linked Data), el cual permite vincular
un conjunto de datos publicados en la Internet (en este caso, conceptos o cosas) usando los mismos
mecanismos de las paginas web, como las URL (en inglés Uniform Resource Locator) [3]. Los Datos
Enlazados es sinénimo de datos semanticamente interconectados, lo que permite la interoperabilidad
entre ellos, a pesar de que sean heterogéneos y estén distribuidos eventualmente en diferentes
repositorios. En [4] se refieren a los Datos Enlazados como “los datos publicados en la web, de manera
tal que sea legible por las maquinas. Por otro lado, sus significados explicitamente estan vinculadas a
otros conjuntos de datos”.

En particular, nosotros estamos interesados en usar el paradigma de Datos Enlazados para manejar y
explotar el conocimiento generado en un Ambiente Inteligente (Aml), sabiendo que un AmI es un
“paradigma en el cual las personas estan potenciadas o fortalecidas por el uso de entornos digitales que
son conscientes de su presencia y su contexto, que son sensibles, adaptativos, y responden a sus
necesidades, habitos, gestos y emociones” [5, 6]. A su vez, en [7] lo definen como “los mecanismos que
gobiernan los componentes de un entorno, siendo sensible a las demandas del usuario, aprendiendo o
conociendo sus preferencias, para poder reaccionar de forma personalizada y consciente del contexto”.
Sin embargo, la explotacion inteligente del conocimiento en un Aml, implica extraer, transformar,
filtrar y relacionar datos e informacion desde diferentes fuentes. En ese sentido, poder usar el método
de publicacion e interconexion de datos como lo prevé el paradigma de Datos Enlazados, permite el
enriquecimiento cognitivo de un AmlI con diferentes fuentes de informacion.

Ahora bien, los Datos Enlazados requieren de otros mecanismos para la generacién de conocimiento
desde diversas fuentes de datos e informacion. En especifico, requieren de técnicas provenientes de las
areas del Meta-Aprendizaje, Aprendizaje Automatico y Légica Dialéctica, entre otras, para que
conjuntamente se genere conocimiento para un Aml desde sus fuentes de informacién. Para
automatizar las tareas de extraccion y explotacién de conocimiento, es de suma importancia las
técnicas que provee el Aprendizaje Automdtico, potenciado con el Meta-Aprendizaje. El Aprendizaje
Automdtico se dedica a desarrollar algoritmos y sistemas que permiten crear modelos de conocimiento
(de prediccién, clasificacion, diagnéstico, entre otros) a través de los datos o experiencias [8], los



cuales luego puedan ser usados para responder a las distintas necesidades que tenga el Aml. El Meta-
Aprendizaje permite aprender a aprender, permitiendo a los diferentes procesos del Aprendizaje
Automatico a adecuar sus técnicas de aprendizaje basado en el conocimiento previo y en los
requerimientos de los problemas a resolver [9]. Por ultimo, la Légica Dialéctica posee la capacidad de
resolver situaciones de contradiccion o ambigiiedad, asi mismo, también sirve para la toma de
decisiones en contextos donde las presuposiciones fallan (por ejemplo, en tareas de diagnostico o
deteccion de fallas), con contingencias sobre el futuro (clave para el manejo de datos histéricos, que
indican que algo fue verdad y falso en el pasado), manejar situaciones contrafacticas que describen algo
que podria haber ocurrido de la forma "Si A no hubiera ocurrido, C no habria ocurrido" (eso ayuda a los
sistemas a aprender de los errores para hacer los correctivos en un futuro), o con un discurso ficticio
(tomar decisiones bajo supuestos imaginarios) [10].

En particular, se hace necesario crear una Arquitectura Computacional que posea las capacidades de
integrar los mecanismos para la generacion de conocimiento con los Datos Enlazados, entendiendo a
una Arquitectura Computacional como “la organizacién fundamental de un sistema definido por sus
componentes, sus relaciones entre si y con el medio ambiente, y los principios que guian su disefio y
evoluciéon” [11]. Asi, esta tesis se enfoca en definir estrategias basadas en Datos Enlazados, en el
contexto especifico de los AmlI, integrando mecanismos de Aprendizaje Automatico, Meta-Aprendizaje
y Logica Dialéctica, para responder a las siguientes incognitas:

e ,Como se puede explotar el método de publicacion de datos estructurados de los Datos
Enlazados, para generar conocimiento ttil en un AmI?

e Como se integran los conceptos/paradigmas de Aprendizaje Automatico, Meta-Aprendizaje y
Légica Dialéctica con Datos Enlazados, para la extraccion autondmica y explotacion del
conocimiento en un AmI?

e Como las herramientas y técnicas existentes alrededor de los conceptos/paradigmas de
Aprendizaje Automatico (por ejemplo, Tensorflow, Scikit-Learn, Keras), Légica Dialéctica
(por ejemplo, JGXYZ-RM3 con los razonadores Vampire y Eprover) y Datos Enlazados (por
ejemplo, DBpedia, OpenLink Virtuoso), se pueden integrar para la gestion del conocimiento en
un AmI?

e ;Como se garantiza la interoperabilidad, la integracion, la escalabilidad y la flexibilidad, de un
entorno computacional de generacion de conocimiento basado en Datos Enlazados para un
AmlI?

1.2 Objetivos
1.2.1 Objetivo General

Definir una arquitectura computacional que permita la generacién de conocimiento usando la técnica
de Datos Enlazados para Ambientes Inteligentes



1.2.2 Objetivos Especificos

e Estudiar aspectos teéricos y practicos, y en general, el estado de arte, relacionados con los
Datos Enlazados, Inteligencia Ambiental, Logica Dialéctica, Aprendizaje Automatico y
Meta-Aprendizaje.

e (Caracterizar los mecanismos de extraccion y procesamiento de informaciéon en un Aml,
desde la perspectiva de los Datos Enlazados.

e Especificar una arquitectura computacional que integre los diferentes mecanismos de
Logica Dialéctica, Aprendizaje Automético y Meta-Aprendizaje, requeridos por las
estrategias basadas en Datos Enlazados, para la generacién de conocimiento en un Aml.

e Desarrollar un conjunto de servicios de generacion de conocimiento para un Aml usando la
arquitectura computacional basada en Datos Enlazados, integrada con Logica Dialéctica,
Aprendizaje Automatico y Meta-Aprendizaje.

e Elaborar un prototipo de la arquitectura computacional especificada, y realizar casos de
estudio en un Aml especifico.

1.3 Antecedentes

La investigacion y revision de los antecedentes, se enfocaron en los siguientes ambitos: el uso de los
Datos Enlazados para la generacion de conocimiento, el uso de los Datos Enlazados en Aml, y la
integracion de los Datos Enlazados con Loégica Dialéctica, Aprendizaje Automatico y Meta-
Aprendizaje. A continuacion, presentamos los trabajos mas resaltantes recientes en cada uno de esos
ambitos.

En relacion con el uso de los Datos Enlazados para la generacion de conocimiento, tenemos los
siguientes trabajos. En la revision sistematica realizada en [12], categorizan y analizan una amplia
gama de herramientas basadas en Datos Enlazados, especificamente, en tareas de: i. Extraccion de
Conocimiento: Transforman texto no estructurado o semiestructurado en formatos estructurados
mediante el reconocimiento y la vinculacion de entidades (Named Entity Recognition and Linking) y el
enriquecimiento semantico; ii. Visualizacion y Exploracién de Grafos de Conocimiento (Knowledge
Graphs, KGs): Permite a los usuarios comprender las relaciones intrincadas a través de paradigmas de
interacciéon como vistas tabulares (tripletes), nodo-enlace (grafos) y composicion visual de consultas
(consultas SPARQL"); iii. Reduccién de Complejidad: métodos que evitan la sobrecarga de
informacion, empleando estrategias como la visualizacién navegacional (centrada en un objeto y su
entorno inmediato), la visualizacion incremental (permitiendo a los usuarios controlar un espacio de
trabajo para afiadir o eliminar vistas de objetos de datos dinamicamente), y la visualizacién resumida

! SPARQL (Query Language for RDF): https://www.w3.0rg/TR/sparql11-query/



(generando resiimenes de grafos para proporcionar una vision general concisa de un conjunto de datos
grande).

Otro trabajo interesante es presentado Pham-Hang y otros [13], el cual describe el desarrollo de un
novedoso sistema para compartir informacién sobre seguridad basado en Datos Enlazados. El sistema
mejora el intercambio y la reutilizacion de datos pasados usando tres modulos principales. El Mddulo
de Ontologia, que formaliza el conocimiento de los accidentes utilizando la metodologia Linked Open
Terms (LOT) y lenguajes como OWL? RDF® y RDFS* para estructurar la informacién de manera
consistente. E1 Modulo de Procesamiento RDF, que se encarga de la conversion automatica de datos
existentes y nuevos a formato RDF, empleando librerias como RDFLib® y KGLAB® para manejar datos
como grafos y tripletas (sujeto, predicado, objeto), que luego se almacenan en un RDF store (almacén
de triples o almacén RDF,). Finalmente, el Médulo de Consulta permite la recuperacion de informacién
utilizando el protocolo SPARQL, el estandar para consultar Datos Enlazados abiertos y conjuntos de
datos RDF (triplestores). Ademas, usand KGLAB para visualizaciones basadas en grafos que muestran
las relaciones entre los elementos de los datos. De manera similar en [14], Thalahth y otros generan
RDFs enriquecidos con informacién proveniente de Wikidata’. Para ello, previamente concilian los
conjuntos de datos (por ejemplo, nombres de ciudades y paises) con URIs (Uniform Resource
Identifier) de Wikidata.

En cuanto al uso de los Datos Enlazados en Aml, un primer trabajo es [15], donde se presenta una
revision sistematica de técnicas avanzadas de inteligencia vestible multimodal aplicadas al cuidado de
la demencia. Este enfoque permite un monitoreo no intrusivo del contexto mediante el uso de
dispositivos como lentes inteligentes, pulseras inteligentes, registradores tipo clip y teléfonos
inteligentes. Una de las tecnologias claves es el empleo de repositorios de datos semanticos. Estos
repositorios permiten la busqueda y el procesamiento de Datos Enlazados en el contexto de vida
saludables, para reusar los recursos disponibles en internet. La integracién de los Datos Enlazados a
través de repositorios semanticos y endpoints SPARQL (como CardioSHARE? y Bio2RDF®) permite
acceder y consultar una vasta red de conocimiento distribuido y heterogéneo. Esta capacidad es
fundamental para proporcionar servicios de salud personalizados e inteligentes a personas que viven
con demencia.

En el trabajo [16] Favarato y otros presentan un estudio sobre el uso de los Datos Enlazados como
mecanismos de gestion de los datos en un Aml, permitiendo combinar una vasta cantidad de
informacion de diversas fuentes para obtener una comprension integral de como la contaminacion del
aire y las condiciones de la vivienda contribuyen a las hospitalizaciones por infecciones del tracto

OWL (Web Ontology Language): https://www.w3.org/OWL/

RDF (Resource Description Framework): https://www.w3.org/RDF/
RDFS (RDF Schema): https://www.w3.org/TR/rdf-schema/

RDFLib (RDF Library): https://rdflib.readthedocs.io/

KGLAB (Knowledge Graph Laboratory): https://derwen.ai/docs/kgl/
https://www.wikidata.org/
https://code.google.com/archive/p/cardioshare/

https://bio2rdf.org/
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respiratorio en nifios pequefios. Para ello, se unifican los datos aprovechando el paradigma de los Datos
Enlazados, donde se mapea los datos Registros del Censo Nacional (nombres, cddigos postales y fechas
de nacimiento) con los identificadores del Servicio Nacional de Salud (registros de salud). Ademas, se
mapea los registros postales del Servicio de Datos Demograficos Personales con el codigo postal de los
datos de Certificados de Rendimiento Energético y de exposicion a la contaminacién del aire. Por otro
lado, en [17] describen un enfoque para la integraciéon de sistemas heterogéneos mediante el uso de
puntos de soporte semantico basado en Datos Enlazados. Estos puntos son microservicios ligeros que
permiten la codificacion de conocimiento sobre la marcha, transformando datos de sistemas existentes
a un formato semantico (como RDF) y viceversa. La meta era crear una capa semantica no persistente
para facilitar la interoperabilidad, consulta y razonamiento para sistemas inteligentes, como los
sistemas multiagente, incluso en entornos originalmente no semanticos.

Finalmente, en cuanto a la integracion de los Datos Enlazados con Légica Dialéctica, Aprendizaje
Automatico y Meta-Aprendizaje, tenemos los siguientes trabajos. En [18, 19, 20, 21] se detalla el
framework DL-Learner, que implementa varios algoritmos de Aprendizaje Automatico Supervisado
para construir clasificadores, usando archivos en OWL y RDF como entrada. El objetivo de DL-
Learner es proporcionar un framework con componentes reutilizables para resolver distintos
problemas, usando una variedad de fuentes de conocimiento que juntas forman el conocimiento de base
para una tarea dada. Dentro de ese conocimiento se pueden seleccionar casos positivos y negativos,
para ser procesados por un algoritmo de Aprendizaje Automatico para generar un clasificador. Por otro
lado, se describe el problema de aprendizaje, y se especifica el algoritmo que se desea utilizar para
resolverlo.

Por otro lado, en el trabajo [22] se explora el Meta-Aprendizaje con el fin de mejorar la eficiencia y la
eficacia de los modelos de Aprendizaje Automatico basados en el conocimiento y la experiencia
previos. Ese trabajo propone una arquitectura de Meta-Aprendizaje compuesta por tres modulos. El
primer modulo esta representado por las Meta-Caracteristicas, que ayudan a caracterizar los conjuntos
de datos de acuerdo con el rendimiento de los algoritmos de Aprendizaje Automatico en diferentes
tareas. El segundo modulo esta compuesto por el Meta-Aprendiz, que son algoritmos que aprenden de
las Meta-Caracteristicas y los datos sobre el rendimiento de tareas anteriores. Utilizan esta informacién
para seleccionar o construir modelos de conocimiento adecuados y ajustar sus hiperparametros para
nuevas tareas. Finalmente, los Meta-Dataset son colecciones de metadatos, es decir, que son datos
sobre los datos. Estos se construyen a partir de los metadatos resultantes de otras tareas de aprendizaje
y proporcionan una rica fuente de informacién para alimentar al Meta-Aprendiz. De la misma manera,
en [23] se aborda el desafio de construir modelos Aprendizaje Automatico usando Meta-Aprendizaje
para automatizar la seleccion de algoritmos y el ajuste de hiperparametros. En este trabajo se recopila
informacion tanto sobre las caracteristicas de los conjuntos de datos (Meta-Caracteristicas) como de los
modelos generados (Meta-Modelos), y con esta informacidn, el algoritmo Meta-Aprendizaje realiza
recomendaciones de configuraciones para la generacion de nuevos modelos.



Como se puede constatar, en la literatura reciente no hay trabajos previos que combinen los Datos
Enlazados con Légica Dialéctica, ni que integren los Datos Enlazados con Aprendizaje Automatico y
Meta-Aprendizaje. Los trabajos previos tocan aspectos especificos sobre los usos de los Datos
Enlazados con Aprendizaje Automatico, sin la integracion con Meta-Aprendizaje o con la Légica
Dialéctica. Ademas, aunque las aplicaciones basadas en Datos Enlazados han demostrado un enorme
potencial en el ambito de las Amls, la realidad es que su integracion ha permanecido, en gran medida,
en la fase de propuesta tedrica mas que en propuestas implementadas. En ese sentido, este trabajo busca
proponer una arquitectura computacional que explote las ventajas de los Datos Enlazados para generar
conocimiento en un Aml, que permita la integraciéon de los mecanismos/herramientas de Logica
Dialéctica, Aprendizaje Automatico y Meta-Aprendizaje, para enriquecer ese proceso.

1.4 Organizacion de la Tesis

Esta tesis se estructura en seis capitulos, cada uno profundizando en aspectos fundamentales para la
generacion de conocimiento en Aml mediante Datos Enlazados, y la integracion de Aprendizaje
Automatico, Meta-Aprendizaje y Légica Dialéctica. En el capitulo 1 se describe el planteamiento del
problema y su importancia, los objetivos de la investigacién y los antecedentes relacionados con los
enfoques asociados a las areas de los Datos Enlazados, Logica Dialéctica, Aprendizaje Automatico y
Meta-Aprendizaje. En el capitulo 2 se detallan los aspectos tedricos relacionados con las distintas areas
cubiertas en la tesis. En el capitulo 3 se presentan las arquitecturas de gestion de conocimiento basadas
en Datos Enlazados, especificamente, una ampliacion del middleware MiSCi (Middleware for Smart
Cities) con una capa de Datos Enlazados y una arquitectura para la generacion automatica y
enriquecimiento de ontologias emergentes, ambas fundamentadas en la metodologia MEDAWEDE
(Metodologia para el Desarrollo de Aplicaciones Web utilizando Datos Enlazados). En el capitulo 4 se
presenta un Sistema de Recomendacién Hibrido que integra légica descriptiva/dialéctica con Datos
Enlazados, detallando su arquitectura, funcionamiento y aplicaciones en contextos con informacion
inconsistente o ambigua, como el diagnoéstico médico y el andlisis de competencias profesionales. En el
capitulo 5 se describe una arquitectura de Meta-Aprendizaje para la generacion de modelos de
Aprendizaje Automatico basada en Datos Enlazados, incluyendo una ampliacion con un Meta-
Algoritmo Auténomo que incorpora aprendizaje por transferencia y generacién de datos sintéticos, asi
como modulos para la generacion de caracteristicas y datos artificiales, ilustrado con diversos casos de
estudio. Por tltimo, en el capitulo 6 se presentan las conclusiones del trabajo y los trabajos futuros.



2 Marco Teorico

En este capitulo se presenta una revision general de los aspectos tedricos mas importantes, que
coadyuven a definir estrategias basadas en los Datos Enlazados, en el contexto especifico de los Aml,
los cuales requieren la integracién de mecanismos de Aprendizaje Automdtico, Meta-Aprendizaje y
Légica Dialéctica, para la generacion de conocimiento en un Aml. En ese sentido, todas esas areas
seran revisadas.

2.1 Datos Enlazados

Los Datos Enlazados describen una forma de publicar los datos en Internet para que se puedan
interconectar entre ellos [24]. Particularmente, los Datos Enlazados es la manera que tiene la Web
Semantica de enlazar un conjunto de datos que estén publicados en la Internet, para mejorar la
comprension de sus significados, tanto para los humanos como para las maquinas [3,4].

A.1.1 Principios de los Datos Enlazados

Tim Berners-Lee introduce los principios de los Datos Enlazados, los cuales son [3,4,25]: i) Identidad:
Utilizar URIs para identificar los recursos en Internet (por ejemplo, paginas web, objetos abstractos,
servicios, ficheros, etc.); ii) Accesibilidad: Usar URIs HTTP (Hypertext Transfer Protocol) para que las
personas puedan buscar recursos; iii) Estructura: Utilizar estandares RDF para describir recursos, y
SPARQL para realizar consultas; iv) Navegacion: Incluir enlaces a otras URIs para descubrir mas
recursos.

El primer principio busca asignar un nombre tnico a las cosas o conceptos en la Internet, y para ello,
usa el mecanismo de identificacién tinica URIs para referirse a cualquier recurso. Un ejemplo que
puede dilucidar la importancia de las URIs es la representacion del concepto “Pais”. Si se quiere
identificar al pais “Venezuela” por su nombre, surge un gran dilema, ;Qué nombre usar?, se podrian
usar los siguientes nombres: Venezuela, Republica Bolivariana de Venezuela, VE, VEN, Bolivarian
Republic of Venezuela, entre otros, es decir, se tendria problemas con los sinénimos, los sobrenombres
y los idiomas. La solucion a este problema consiste en wusar el siguiente URI:
http://dbpedia.org/resource/Venezuela, que identifica a Venezuela como pais, sin importar idioma,
diminutivo, etc.

El segundo principio hace hincapié en el uso de URIs basado en el protocolo HTTP, para permitir
recuperar desde la Web toda la descripcién del recurso identificado por el URI. En el siguiente ejemplo
se muestra el interés de este principio: si se usa como URI el codigo ISO numérico asignado a
Venezuela, que es 862, y se coloca en un navegador, no se obtiene una descripcion del recurso. En



cambio, si se usa una URI con un HTTP como http://dbpedia.org/resource/Venezuela, se mostraria una
pagina con la informacion sobre el recurso.

El tercer principio se basa en el formato y la calidad de la descripcién de los recursos, para poder
obtener informacion ttil sobre dicho recurso. Para ello, dichas descripciones se deben materializar en
forma de documentos Web. Los destinados a ser leidos por los seres humanos a menudo se representan
como HTML, y los destinados al consumo de las maquinas se representan como datos RDF o XML (en
inglés, eXtensible Markup Language). Por ejemplo, si se solicita la descripcion de la URI
http://dbpedia.org/resource/Venezuela desde un navegador, automaticamente es redireccionado a la
version HTML ubicada en http://dbpedia.org/page/Venezuela. Ahora, si se solicita la misma URI

indicando a través de una aplicacién, automaticamente es redireccionado a
http://dbpedia.org/data/Venezuela.xml. Lo anterior, lo podemos comprobar con la aplicacion CURL de
la siguiente manera:

Por defecto:

curl -I http://dbpedia.org/resource/Venezuela

Indicando en la cabecera que es para una aplicacion:

curl -1 -H "Accept: application/rdf+xml" http://dbpedia.org/resource/Venezuela

El cuarto principio fomenta la interconexiéon de recursos relacionados, la cual es necesaria para
conectar los datos que se tienen de forma que no queden aislados. Como dichos recursos estan
publicados con URI con el protocolo HTTP, otras personas o aplicaciones pueden vincularlo a sus
datos. Esta capacidad de seguir los vinculos permite a la gente navegar por la Web de datos, tal como
pueden navegar por la Web de documentos. Por ejemplo, si se detalla el recurso
http://dbpedia.org/resource/Venezuela, se observa que tienen muchos enlaces a otros recursos, se puede
mencionar algunos enlaces como: dbo:currency, dbo:anthem, dbp:languages, entre otros. Al seguir el
recurso con su URI dbr:Spanish_language enlazado a través de dbp:languages, se muestra toda la
informacion sobre el idioma espafiol, el cual a su vez tienen mas enlaces, lo que indica que estamos en
presencia de un grafo de recursos.

A.1.2 Modelado de los Datos Enlazados

Un punto muy importante en los Datos Enlazados es el modelado, porque especifica la manera de
representar el conocimiento, asi como también, los lenguajes y los vocabularios u ontologias
necesarias para ese fin. En el caso de la representacion del conocimiento para los Datos Enlazados, el
esquema actualmente utilizado se fundamenta en las redes semanticas, ya que es una forma de
representar el conocimiento por medio de conceptos y sus interrelaciones, bajo la forma de grafos [26,
27]. Los elementos basicos en todos los esquemas de redes son: i) Los nodos, que en este caso
representan conceptos, unidos por arcos que representan las relaciones entre los conceptos. ii) Un
conjunto de procedimientos de inferencia que operan sobre la red.

La representacion mental de estas redes son las ontologias. El concepto de ontologia en el ambito
tecnoldgico mas ampliamente aceptada es la propuesta por Gruber (2008), “La ontologia define un
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conjunto de primitivas de representacion con la que se puede modelar un dominio de conocimiento”
[28], es decir, una ontologia es un sistema de conceptos (o un vocabulario), usado como elemento
basico (primitivo), para la construccion de sistemas basados en el conocimiento. En la ontologia, una
afirmacion se representa como una tripleta que consta de tres elementos: un sujeto, un predicado y un
objeto. El sujeto y el objeto representan a los dos conceptos o recursos a relacionar; el predicado
representa la naturaleza de esta relacién, formulada de manera direccional (del sujeto al objeto). Por
ejemplo, en la tripleta Venezuela es_un Pais, Venezuela es el sujeto, Pais es el objeto y es_un es el
predicado. En las tripletas RDF (RDF-Triple), el predicado es denominado "propiedad” [29]. Un objeto
puede ser también un literal o valor de texto, lo cual permite definir una propiedad para un recurso.

En cuanto a los lenguajes de modelado, los actuales desarrollos en la representacién del conocimiento
estan siendo influenciados por la Web Semantica, y han incorporado lenguajes y estandares de
representaciéon del conocimiento basados en XML, e incluyen a RDF, RDFSchema, y OWL [30,31]. El
XML permite la definicion de gramaticas y etiquetas para la informacion contenida en los documentos,
pero tiene un problema importante, y es que aporta una estructura, pero no una semantica [32,31]. Por
otro lado, el lenguaje RDF es mas expresivo para el procesamiento semantico, ya que a través de los
recursos, propiedades y sentencias (combinacion de recursos y propiedades), permiten una
representacion explicita de la semantica de los datos. La W3C considera al lenguaje RDF como el
estandar para describir recursos (cualquier concepto que tenga una URI) en la web [30]. A
continuacion, se muestra un ejemplo, en donde se observa la descomposicién de la informacién descrita
en una frase hasta obtener una representacion de ese conocimiento en RDF.

Venezuela es un pais que forma parte de América del Sur, y su idioma es el Espaiiol

La frase escrita anteriormente se puede descomponer en tres tripletas, donde el sujeto es ; los
predicados son es_un, es_parte y tiene_idioma; y los objetos son Pais, América_del_Sur y Espafiol,
dando como resultado lo siguiente:

es_un Pais
es_parte América_del_Sur
tiene_idioma Espafiol

Sujeto y Propiedad se expresan con una URI, y el Objeto se expresa con URI si se relaciona a otro
concepto, o como un Valor si define una propiedad de un recurso:

Venezuela rdf:type dbpedia-owl:Country .
Venezuela dcterms:subject dbpedia-c:Paises_de_América_del_Sur.
Venezuela dbpedia-owl:spokenIn dbpedia:Idioma_espafiol .

Ahora, el aporte de RDF a la sintaxis todavia es muy superficial para representar el conocimiento, ya
que solo proporciona mecanismos para expresar declaraciones simples sobre recursos, utilizando
propiedades y valores. En RDFSchema se agrega la nocion de clases y propiedades, tal que se pueden
crear jerarquias de clases y propiedades. También, permite especificar el dominio y rango de una
propiedad, es decir, indica los tipos de sujetos y objetos de una propiedad en la tripleta. A continuacion,



se muestra un conjunto de tripletas usando las nuevas especificaciones del lenguaje RDFSchema, para
enriquecer el conocimiento semantico de los recursos descrito en RDF:

Country rdf:type owl:Class .
Q1211934 rdf:subClassOf dbpedia-owl: Country .
Q1211934 rdfs:label "Hispanos" @es .
Language rdf:type owl:Class .
spokenIn rdf:type rdf:Property .
spokenIn rdfs:dominio dbpedia-owl:Country .
spokenIn rdfs:range dbpedia-owl:Language .

En las tripletas mostradas se indica lo siguiente: con la propiedad type se define las clases Country y
Q1211934 (Hispanos segtn la propiedad label). También se indica que spokenIn es un tipo de
propiedad; con la propiedad subClassOf se indica que Q1211934 es una subclase de Country, es decir,
se crea una jerarquia de clases; con dominio se indica los sujetos de tipo Country de la propiedad
spokenln; y con range se indica los objetos de tipo Lenguaje de la propiedad spokenlIn. Gracias a
estas tripletas, se puede inferir nuevos conocimientos, como los siguientes:

Q1211934 rdf:type owl:Class .
Idioma_espaiiol rdf:type dbpedia-owl:Language .
Venezuela rdf:type dbpedia-owl: Country .

A pesar de las capacidades que ofrece RDFSchema, ain hace falta una variedad mas amplia de
restricciones, y la posibilidad de especificar las condiciones necesarias y suficientes para la
construcciéon de clases complejas a partir de otras definiciones de clases y propiedades. El lenguaje
OWL extiende a RDF y RDFSchema, y ofrece un conjunto mucho mas amplio de capacidades como,
por ejemplo: caracteristicas, restricciones y anotaciones de las propiedades; interseccion, axiomas y
combinaciones booleanas de clases; igualdad; cardinalidad; control de versiones, entre otros [29,30].
De esta gran variedad de capacidades, solo se mostrara el uso de disjointWith y equivalentClass en
las siguientes tripletas.

Country owl:disjointWith dbpedia-owl:Language .

La propiedad disjointWith permite indicar una restriccion, donde se especifica que los individuos de
tipo Country no pueden ser de tipo Language, es decir, que si a un pais se le asigna el tipo lenguaje
esto producira un error de inconsistencia en la ontologia.

Idioma_espaiiol rdf:subClassOf dbpedia-owl:Language .

Idioma_espaiiol rdf:type dbpedia-owl:Idioma_espaiiol .

Q1211934 owl:equivalentClass dbpedia-owl:spokenIn some
dbpedia:Idioma_espaiiol .

La propiedad equivalentClass permite especificar la equivalencia de una clase y una combinacion de
clase y propiedades especificas. Para este caso, se indica que la clase Q1211934 (Paises hispanos) es
equivalente a los paises de habla (spokenIn) espafiola (Idioma_espaiiol). Esto permite inferir que a los
paises que se le asigne el idioma espafiol seran agrupados en la jerarquia de paises hispanos.



Finalmente, en el proceso de presentar la evolucion de los lenguajes de modelado, se ha usado un
conjunto de vocabularios y ontologias, que son una parte fundamental para los Datos Enlazados, estos
permiten identificar los tipos de objetos del mundo que nos rodea como, por ejemplo: personas,
direcciones, entre otros. Ademas, nos permiten identificar las relaciones que existen entre esos objetos.
A continuacion, se muestran algunos de los mas importantes: i. DBpedia Ontology™: se basa en OWL,
y es la columna vertebral de DBpedia. Esta ha sido creada de forma manual basado en los infoboxes
(hojas informativas para mostrar un resumen del tema de una péagina) utilizados en Wikipedia. La
ontologia actualmente cubre 685 clases, y se describen con 2.795 propiedades diferentes. Entre las
clases que se describen estan: Persona, Parques, Deportes, Especies Ciudad, Pais, entre muchas mas. La
informacion en los articulos de Wikipedia se mapea a través de esta ontologia. Por ejemplo, la URI
http://dbpedia.org/ontology/country (dbpedia-owl:Country) para representar al concepto Pais.
Adicionalmente a esta ontologia, DBpedia cuenta con una base de conocimientos que explota el
paradigma de Datos Enlazados en la Web, por medio de URIs a millones de conceptos. Por ejemplo, la
URI http://dbpedia.org/resource/Venezuela (dbpedia:Venezuela) representa el concepto Venezuela.
Actualmente, ya varios proveedores de datos han comenzado a establecer vinculos RDF de sus
conjuntos de datos a DBpedia, haciendo DBpedia una de las herramientas mas importantes en la web
de datos. ii. Friend of a Friend (FOAF): es un proyecto que proporciona un vocabulario RDF para
expresar metadatos que describen a personas, sus actividades, y sus relaciones con otras personas y
objetos. Por ejemplo, http://xmiIns.com/foaf/0.1/name (foaf:name) representa la relacién de un
concepto con su etiqueta, quedando la tripleta asi: Venezuela foaf:name "Venezuela" @es.
iii. Dublin Core Metadata Initiative (DCMI): es una iniciativa para crear un vocabulario para describir
recursos como: imagenes, paginas web, videos, libros, etc. Este vocabulario es capaz de proporcionar la
informacion descriptiva bésica sobre cualquier recurso, sin que importe el formato de origen, el area de
especializacion o el origen cultural. Por ejemplo, http://purl.org/dc/terms/subject (dcterms:subject)
representa la relacion de un concepto como tema de otro concepto: Venezuela
dcterms:subject dbpedia:Paises_de_América_del_Sur.

Para los Datos Enlazados es recomendable utilizar términos de vocabularios y ontologias bien
conocidos, en lugar de crear equivalentes, y solo se deben definir nuevas ontologias o vocabularios
cuando los actuales no ofrezcan los requerimientos deseados. Existen paginas dedicadas a indexar
vocabularios y ontologias para facilitar su bisqueda, ejemplo de estas paginas son http://lov.okfn.org y
http://stats.lod2.eu/vocabularies.

El aprovechamiento 6ptimo de los Datos Enlazados se logra mediante la integracion de tecnologias
clave que permiten un flujo de datos eficiente y significativo. Estas tecnologias incluyen Formatos de
Almacenamiento que estructuran los datos, Lenguajes de Consulta que permiten la extraccion de
informacién precisa y Herramientas de Publicacion que facilitan el acceso y la reutilizacion de los
datos. Para obtener detalles adicionales sobre estas tecnologias, refiérase al Anexo 2.A.

10 http://dbpedia.org/ontology/



2.2 Aprendizaje Automatico

El Aprendizaje Automatico o Machine Learning en inglés, define a los algoritmos que buscan extraer
conocimiento desde las caracteristicas resaltante de un problema, permitiendo la construcciéon de
modelos de conocimientos [8]. Las caracteristicas o variables, los modelos de conocimiento a definir, y
las técnicas de aprendizaje automatico, son los ingredientes principales en el Aprendizaje Automatico
(ver Fig.2.1). Las caracteristicas representan los atributos/variables observables del problema, el
modelo es el conocimiento generado con la técnica de Aprendizaje Automatico (descriptivo, predictivo,
de optimizacion, etc.), y las técnicas son los mecanismos o estrategias de aprendizaje que se utilizan
para generar los modelos de conocimiento.

Dominio Datos

Objetos

Caracteristicas

Datos de
entrenamiento

Algoritmo de
aprendizaje

Problema de aprendizaje

Figura 2.1: Aprendizajes Automdticos y sus elementos
2.2.1 Tipos de aprendizaje

El Aprendizaje Automatico se divide en varios tipos de aprendizaje: supervisado, no supervisado,
reforzado, entre otros. Particularmente, segtin la naturaleza del etiquetado de datos se definen dos tipo
de aprendizaje (ver Fig. 2.2): supervisado y no supervisado [8, 33]. El aprendizaje supervisado se
utiliza para estimar un mapeo desconocido de entrada y salida, a partir de muestras conocidas de
entrada y salida, donde la salida esta etiquetada. Este se divide en dos categorias de algoritmos, de
regresion/prediccion (el tipo de campo objetivo es numérico o continuo) y clasificacién (el tipo de
campo objetivo es categorico o discreto). El aprendizaje no supervisado se utiliza para encontrar
relaciones de similitud, diferencia o asociacién en los datos de entrada, y solo se dan muestras de
entrada al sistema de aprendizaje. Este se divide en agrupamiento (datos que son similares entre si.),
anomalia (datos que se diferencian de las demas) y asociacion (datos que se relacionan con otros
datos).



Tipos de Categoria de los Técnicas ylo Algoritmos

Aprendizaje Algoritmos
Maquinas de . . p—_ -
L - r K Vecinos mas Analisis Naive
C|aSIfIC8.CIOn Vectores de Cercanos Discriminante Bayes
Aprendizaje Soporte Y
Supervisado . Arbol de Redes Regresidn
Reg resion Decisiones Neuronales Lineal

K-medias, K-medianas,

- - Modelo Oculto Redes
Agrupamiento K-medoids, de Markov || Neuronales

Aprendizaje

Supervisado

Fuzzy c-means

Principales Asociacion

No { Asociacién Analisis de Componentes Reglas de

i Andlisis de Componentes
Anomalia Independiente

Figura 2.2: Los algoritmos de Aprendizajes Automdticos basados en datos

Por ultimo, cada una de las técnicas y/o algoritmos de Aprendizaje Automatico establece sus propias
estrategias/mecanismos de aprendizaje para concebir sus modelos de conocimiento. Algunas de las
técnicas o algoritmos mas populares son los siguientes [34]:

Arbol de Decisiones: Usa un arbol de decisién para modelar la relacién entre las caracteristicas
del modelo y los potenciales resultados, cada arbol esta formado por nodos, arcos y ramas. Cada
nodo representa los atributos de un grupo de datos que se va a clasificar, y cada arco representa
un valor que el nodo puede tomar [34]. Al moverse por las ramas del arbol se puede ver la
relacion entre los valores de los atributos para el conjunto de datos bajo estudio.

K-medias: Su objetivo es partir un conjunto de n valores en k grupos distintos, en el que cada
observacion pertenece al grupo cuyo valor medio es mas cercano. Todas las observaciones que
poseen caracteristicas similares se colocan en el mismo grupo, y la media de los valores en un
grupo particular es el centro de ese grupo [34].

Redes Neuronales: es un algoritmo que imita el funcionamiento del cerebro, y en particular de
las neuronas, de sus interconexiones, y de cémo ciertos estimulos de entradas producen ciertas
salidas o resultados. Una red neuronal multicapas funciona en tres grupos de capas [34]. La
capa de entrada recibe la informacién. Las capas ocultas procesan la entrada. Por tltimo, la capa
de salida envia la respuesta calculada. En general, una neurona artificial suma sus entradas
(como las dendritas), a partir de alli establece su estado de activacion (como el soma), y envia
su salida a sus neuronas vecinas (como el axén).

2.2.2 Teéecnicas avanzadas de redes neuronales



En el mundo de las técnicas avanzadas de redes neuronales, nuestros trabajos se centraron en dos
arquitecturas de aprendizaje profundo que han revolucionado la generacion de datos sintéticos y el
campo de la visién por computadora: Autoencoders Variacionales (VAE, Variational AutoEncoders) y
Redes Neuronales Convolucionales (CNN, Convolutional Neural Network). Especificamente,
utilizamos VAE para la generacion de datos sintéticos, aprovechando su capacidad para la
reconstruccion de informacion, y CNN para la extraccion automatica de caracteristicas relevantes.

e VAE: estan disefiadas para aprender una representacion latente comprimida de los datos de
entrada. Los VAE introducen un elemento de probabilidad en su arquitectura, lo que les permite
generar nuevos datos similares a los de entrenamiento, por lo tanto, son ideales para la
reconstruccion de informacion faltante en imagenes y para la generacién de datos sintéticos [35,
36]. Estas redes estan compuestas por tres partes [37, 38] (ver Figura 2.3): El Encoder,
representado en color verde, es la parte inicial del modelo que comprime los datos de entrada en
un espacio latente de menor dimension. El Espacio Latente, representado en color rojo, es la
parte central del modelo y es una representacion comprimida de los datos de entrada, donde
cada punto representa una distribuciéon de probabilidad. El Decoder, representado en color azul,
es la parte final del modelo que reconstruye los datos originales a partir de la representacion
latente.

x > —>_ A —
Entracda Encoder Espacio Decoder salida
Latente

Figura 2.3: Arquitectura bdsica de un VAE

®* CNN: estan disefiadas para trabajar con datos de imagenes, y su arquitectura aprovecha la
propiedad de la localidad de las imagenes (es decir, que los pixeles cercanos estan mas
relacionados entre si). Las CNN tienen la capacidad de aprender automaticamente las
caracteristicas mas relevantes de las imagenes y de reconocer objetos independientemente de su
posicion y orientacion en la imagen, por lo tanto, son ideales para extraccion automatica de
caracteristicas y para las tareas de clasificacion y deteccion. Estas redes estdn compuestas por
diferentes tipos de capas [39] (ver Figura 2.4): Las capas convolucionales, representadas en
color amarillo, realizan la mayor parte de los calculos, y es donde se extraen las caracteristicas



esenciales de los datos de entrada. Esto se logra mediante la aplicacion de multiples filtros,
también conocidos como kernels, que actian como detectores de caracteristicas. Cada filtro se
desliza sobre la entrada, realizando operaciones de convolucion para identificar patrones
especificos y generar mapas de caracteristicas que resaltan la presencia de dichas
caracteristicas. Las capas de pooling, representadas en color azul, reducen la dimensionalidad
de las caracteristicas extraidas y hacen que la representacion sea mas invariante a pequefias
traslaciones. La capa totalmente conectada, representada en color verde, realiza la tarea de
clasificacién a partir de las caracteristicas obtenidas en las capas anteriores, generando una
salida final.

- - . w Y . ( { » Salida

Entrada Capa

Convolucion Pooling Convolucion Pooling totalmente
conectada

Figura 2.4: Arquitectura bdsica de una CNN

2.3 Meta-Aprendizaje

El Meta-Aprendizaje (en inglés Meta-Learning) permite a Aprendizaje Automatico aprender a
aprender, mediante tareas que adaptan a las técnicas de Aprendizaje Automatico a nuevos entornos [40,
41, 9], es decir, aprende de las experiencias previas de forma sistematica y basada en datos. En general,
el Meta-Aprendizaje adapta sus respuestas en funcién de las caracteristicas inherentes a las tareas de
Aprendizaje Automatico que ha resuelto previamente [9, 42]. En especifico, se necesita, por un lado,
recopilar metadatos que describan las tareas de aprendizaje y los modelos aprendidos previamente. Esto
comprende las configuraciones exactas del algoritmo utilizado para entrenar los modelos, incluidos los
ajustes de hiperparametros, las técnicas de aprendizaje, las evaluaciones del modelo resultante, entre
otros. Para ello, se apoya en el conocimiento de las fuentes de dato (Meta-Dataset), conocimiento de las
caracteristicas de los datos (Meta-Caracteristicas), conocimiento de las técnicas de aprendizaje (Meta-
Técnicas) y conocimiento de los modelos de conocimiento (Meta-Modelos).



2.3.1 Meta-Dataset

Los Meta-Dataset consisten en informacién que caracteriza a los conjuntos de datos, describen el
contenido, calidad, condiciones, historia, disponibilidad y otras caracteristicas [9, 42]. Esta descripcion
facilita la localizacion, seleccién, recuperacién y utilizacién de los conjuntos de datos [9].

2.3.2 Meta-Caracteristicas

Las Meta-Caracteristicas (Meta-Feature) son atributos que describen caracteristicas de los datos,
ofreciendo informacién sobre cémo se construy6 los datos, su calidad, su complejidad y otras
propiedades generales. Normalmente estos Meta-Feature se obtienen a partir de caracteristicas
individuales, combinaciones de caracteristicas o informacién especifica del dominio [9, 42]. A
continuacion se presentan diferentes tipos de caracteristicas:
e Estadisticas descriptivas: Media, mediana, desviacién estandar, minimo, maximo, rango,
cuartiles, etc.
* Medidas de complejidad: Numero de instancias, ntimero de atributos, nimero de clases,
proporcion de valores faltantes, etc.
* Medidas de balance de clases: Proporcion de instancias en cada clase.
® Medidas de correlacion: Correlacion de Pearson, coeficiente de Spearman, etc.
® Medidas de redundancia: Numero de atributos redundantes.
¢ Maedidas de ruido: Nivel de ruido en los datos, nimero de valores extremos, entre otros.
e Dominios especificos: Polaridad o emocion, intensidad narrativa, similitud entre los productos o
usuarios, engagement, género musical, entre muchos mas.

2.3.3 Meta-Técnicas

Las Meta-Técnicas (Meta-Technique) es informacién sobre las estrategias, parametros y algoritmos que
buscan optimizar y mejorar el proceso de aprendizaje de los modelos de Aprendizaje Automatico [42].
Gestiona informacién como:
e Tipo de técnica: Como construir el modelo adecuado (clasificacion, regresién, clustering, entre
otros).
e Seleccion de hiperparametros: Como elegir los mejores valores para los parametros de un
modelo (tasa de aprendizaje, numero de capas, etc.).
¢ Disefio de arquitecturas: Como construir modelos mas eficientes y efectivos.
* Optimizacion de algoritmos: Como acelerar el entrenamiento y mejorar la convergencia de los
modelos.



¢ Evaluacion de modelos: Como medir la calidad y generalizacion de los modelos (métricas).
2.3.4 Meta-Modelos

Los Meta-Modelos (Meta-Model) son, en esencia, repositorios de conocimiento que almacenan
informacion detallada sobre experimentos de Aprendizaje Automatico realizados previamente [9, 42].
Esta informacion no solo incluye las métricas de rendimiento y los valores de los hiperparametros, sino
que también captura las caracteristicas intrinsecas de los datos, las técnicas de preprocesamiento
empleadas, la arquitectura de los modelos y las condiciones experimentales en general. Es decir, refleja
las relaciones complejas entre las Meta-Caracteristicas de una tarea y las configuraciones especificas de
la técnica usada (Meta-Técnicas) para la construccion de un modelo [9]. En general, los Meta-Modelos
actian como una especie de "memoria colectiva" para el Aprendizaje Automatico, permitiendo
aprender de los errores y éxitos del pasado para construir modelos mas eficientes y efectivos. A
continuacion se presenta la utilidad de los Meta-Modelos [9, 42]:
e Transferencia de conocimiento: Permiten reutilizar el conocimiento adquirido en tareas
anteriores para acelerar el desarrollo de nuevos modelos y mejorar su rendimiento.
e Seleccion de modelos: Ayudan a seleccionar el modelo mas adecuado para una nueva tarea,
basandose en las caracteristicas de los datos y los objetivos del proyecto.
e Optimizaciéon de hiperparametros: Facilitan la busqueda de los mejores valores de los
hiperparametros, evitando la exploracion exhaustiva del espacio de bisqueda.
e Anadlisis de sensibilidad: Permiten evaluar la influencia de diferentes factores en el rendimiento
de los modelos, como el tamafio del conjunto de datos o la eleccion de un algoritmo especifico.
e Descubrimiento de patrones: Pueden revelar patrones y relaciones entre las caracteristicas de los
datos, las técnicas de aprendizaje y el rendimiento de los modelos, lo que puede conducir a
nuevos conocimientos y avances en el campo del Aprendizaje Automatico.

2.4 Logica Dialéctica

La palabra Dialéctica tiene muchas definiciones, la mas concisa indica que es una teoria y técnica
retérica de dialogar y discutir para descubrir la verdad mediante la exposiciéon y confrontacion de
razonamientos y argumentaciones contrarias entre si. En otras palabras, siempre debe incluir de algun
modo la contradiccion [43]. En la Loégica Dialéctica, los axiomas dialécticos permiten que las
contradicciones y ambivalencias sean validas dentro de un modelo formal [44]. En este sentido, la
Logica Dialéctica y la l6gica formal parecen seguir caminos opuestos, y en efecto, la Logica Dialéctica
seria el reino de la contradicciéon, mientras que la logica formal seria el reino de la no-
contradiccion [43].



Ahora bien, en la lo6gica del razonamiento humano existen instancias o estados que son afectados por
las contradicciones, es decir, que reducir la légica a una logica sin contradiccion seria tanto como
querer ocultar la realidad [43, 45]. La Légica Dialéctica posee la capacidad de resolver situaciones en
las que un razonamiento se encuentra con informacién inconsistente, ya que tiene a la mano
informacion tanto para creer una cosa como para, al mismo tiempo, creer lo contrario. Es decir, esta en
un estado de contradiccion o ambigiiedad. Los posibles estados que gestiona la Logica Dialéctica son
los siguientes [10]:

e Declaraciones contingentes sobre el futuro: indica que algo fue verdadero y falso en el pasado,
por lo que no se puede prever su futuro. Ej. “Maiana habra una guerra” puede ser cierto o
falso, ya que han ocurrido ambos casos en el pasado.

e Falla de una presuposicion: suponer algo que no es realmente cierto. Ej. “Es un nifio”, si en la
presuposiciéon se asume un posible valor, se puede pensar que es un nifio, y alli esta la falla,
porque también podria ser una nifia

e Vaguedad: falta de claridad, precision o exactitud en los fenémenos del lenguaje natural. Ej. En
la oracién “El es calvo”, no se puede negar que una persona con cero cabellos sea calva, como
tampoco se puede negar que una persona con 1000 cabellos sea calva.

e Discurso ficticio: tomar decisiones seguin ciertos supuestos imaginarios (l6gicas imaginarias no
aristotélicas). Ej. “Las vacas estan volando”, se puede decir que es falso porque nuestras
creencias nos indica que las vacas no vuelan, pero podria ocurrir que las vacas estan siendo
transportadas en un avion, y la respuesta seria verdadera. Otro contexto donde seria verdadero
es si se esta hablando de un juego donde las leyes o creencias son distintas (mundo imaginario).

® Razonamiento contrafdctico: pensar lo que pudo ser y no fue. Ej. “Si no hubiese salido,
hubiera aprobado y ahora no tendria que estudiar para el recuperativo”. Representa algo
que no sucedid, pero que podria haber ocurrido. Alli subyace la incertidumbre, en eso que pudo
haber ocurrido.

Finalmente, en la Universidad de Miami en EEUU se desarroll6 un razonador dialéctico para el sistema
TPTP, denominado JGRM3, basado en la Légica Dialéctica RM3 [4]. Esta logica pertenece a la rama
de las Loégicas Paraconsistente, o sea, permite que las inconsistencias y las contradicciones sean
validas. Sin embargo, la Loégica Dialéctica se distingue de otras logicas paraconsistentes por su
aceptacion del Modus Ponendo Ponens en su forma clasica, lo que facilita la derivacién de
conclusiones a partir de implicaciones y antecedentes afirmados. Entendiéndose que el Modus Ponendo
Ponens (modo que afirma afirmando), también llamado Modus Ponens (modo afirmativo), establece
que si un término implica a otro, y el término es verdadero; entonces se puede inferir que el otro
término es verdadero. Por ejemplo, “Si esta lloviendo, te espero dentro del teatro”, y “esta
lloviendo”, por lo tanto, “te espero dentro del teatro.



3  Arquitecturas de Gestion de Conocimiento basado en Datos
Enlazados

En este capitulo se presentan dos arquitecturas para la gestion de conocimiento basado en los Datos
Enlazados, estas ideas surgen de la revision de la literatura sobre los Datos Enlazados en [46]. Ademas,
ambas arquitecturas son especificadas segin MEDAWEDE [24].La estructura del capitulo es la
siguiente: La seccion 3.1 se basa en la seccion 3 del articulo presentado en el Anexo 3.A, y presenta
una ampliacion de las capacidades del middleware MiSCi [47, 48, 49], al agregar una nueva capa
denominada Datos Enlazados, para identificar, describir, conectar, relacionar y explotar los distintos
datos generados por los sensores, usuarios y las aplicaciones de la ciudad inteligente. La seccion 3.1.2
ilustra un caso de estudio del MiSCi, basandose en la seccion 4 del articulo presentado en el Anexo
3.A. La seccion 3.2 se basa en la Seccion 3 del articulo presentado en el Anexo 3.B y la Seccion
“Materiales y métodos” del articulo presentado en el Anexo 3.C, y describe una arquitectura que
permite crear y enriquecer ontologias emergentes de forma auténoma, usando como insumo el
paradigma de Datos Enlazados. Finalmente, la seccion 3.2.4 presenta un caso de estudio del generador
ontolégico, basandose en la seccion 4 del articulo presentado en el Anexo 3.B.

3.1 Ampliacion del MiSCi extendido con Datos Enlazados

Esta seccién ofrece un resumen extenso del trabajo presentado en [50], y los detalles se encuentran en
la seccion 3 del Anexo 3.A. En esta investigacion se amplia el trabajo propuesto en [47, 48, 49], al
agregar una nueva capa denominada Datos Enlazados (Linked Data Layer — LDL), que aumenta las
capacidades del middleware MiSCi (ver Figura 3.1). Los Datos Enlazados responden a varias
necesidades en las ciudades inteligentes: la primera es para interpretar grandes cantidades de datos que
provienen de distintas fuentes como: sensores, efectores, entre otros, donde muchos de estos datos son
manejados en tiempo real. La segunda es para enriquecer los datos con informacién semantica,
proveniente de MiSCi o de fuentes externas.
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Figura 3.1: Extension del middleware MiSCi con Datos Enlazados

En particular, explicaremos la capa desarrollada en ese trabajo, la capa LDL. Los distintos agentes de la
capa LDL automatizan las etapas de la metodologia MEDAWEDE, en el middleware MiSCi.
MEDAWEDE es una metodologia que permite desarrollar servicios basados en el paradigma de Datos
Enlazados, y esta compuesta por seis etapas divididas en dos grandes tareas. La primera tarea tiene la
finalidad del enriquecimiento de los datos y su transformacion a Datos Enlazados, y esta integrada por
las siguientes etapas [24]: i) Especificacion: en esta fase se seleccionan las fuentes de datos; ii)
Modelado: se centra en la creacién del modelo que describe el conocimiento del area de estudio, para
ello se utilizan vocabularios estandares, se reutilizan ontologias, e incluso, se disefian ontologias
propias, iii) Generacion: se centra en la transformacién de los datos al lenguaje RDF; iv) Vinculacion:
en esta fase se vinculan los datos con otros conjuntos de datos para aumentar su valor, visibilidad y
calidad, v) Publicacién: se pone a disposicion los datos en repositorios de tripletas. La segunda tarea
tiene como objetivo la explotacion de los Datos Enlazados, y la integra la siguiente etapa: vi)
Explotacion: esta etapa permite el manejo e integracién de distintas interfaces o aplicaciones, para
consumir los recursos publicados de manera agradable y sencilla.

En la capa LDL se llevan a cabo dos procesos importantes, segin MEDAWEDE: i) Enriquecimiento:
Este proceso realiza las etapas de especificaciéon, modelado y generacién de los datos de MiSCi, por
parte de los agentes ILDA (Internal Linked Data Agent) y ELDA (External Linked Data Agent).
Ademas, se realizan las tareas de vinculacion y publicacién de los datos de MiSCi por parte del agente
LDIA (Linked Data Integration Agent); ii) Explotacion: Este proceso realiza la etapa de explotacion de
los datos de MiSCi, la cual es realizada por el agente LDKA (Linked Data Knowledge Agent). Ahora
bien, estos agentes pueden ser activados simultaneamente desde distintos procesos, segun las
circunstancias que lo ameriten.

El proceso de enriquecimiento semantico implica recolectar datos internos y externos al MiSCi (ver
Figura 3.2). La recoleccion de datos internos se activa cada vez que algtin agente CzA, AppA o DA es
actualizado, para lo cual se invoca al agente ILDA con los datos nuevos que pueden provenir
simultdineamente de diferentes fuentes (ver paso 1 en Figura 3.2). Estos datos son preparados y
enriquecidos simultaneamente con informacién del Servicio Web de Contexto (Context Web Services -
Cx WS) y del Servicio Web de Meta Ontologia (Meta Ontology Web Services — MO WS) (ver paso 2 y



3 en Figura 3.2). De la misma manera ocurre con la recolecciéon de los datos externos, lo cual es
realizado por el agente ELDA. Luego, el agente LDIA es activado con la informacién enriquecida
generada por los agentes ILDA o ELDA, para vincular los datos previamente obtenidos con otros Datos
Enlazados (ver paso 4 en Figura 3.2), para finalmente publicarlos como Datos Enlazados (ver paso 5 en
Figura 3.2).
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Figura 3.2: Proceso de enriquecimiento semdantico de los datos

El proceso de explotacion es activado por un agente del MiSCi cuando solicita informacion enlazada
(ver Figura 3.3). Para este tipo de consulta se debe invocar al agente LDKA de MiSCi (ver paso 1 en
Figura 3.3). Luego, el agente LDKA por medio de los distintos mecanismos inteligentes de explotacién
de conocimiento enlazado, explora simultdneamente todas las fuentes de Datos Enlazados, y retorna la
informacion solicitada por el agente (ver paso 2 en Figura 3.3).

Explotar los Datos

Ex plotacidon

Agentes LDKA Datos
del MiSCi Enlazados

Figura 3.3: Proceso de explotacion de los datos

Los agentes de la capa LDL definen cuatro ciclos autonémicos para la autogestion de los Datos
Enlazados en MiSCi, basado en el concepto de ciclos autonémicos como servicios propuestos en [51,
52]. Cada ciclo autonémico establece la relacion entre las tareas de los agentes, para la explotacion de
cada una de las formas de conocimiento que permite el agente LDKA. Algunas de esas tareas
establecen las reglas a activar del sistema recomendador segtin el contexto, o identifican el modelo o el
conjunto de datos pertinente a una situacion dada, entre otras cosas.



3.1.1 Especificacion de los agentes de Datos Enlazados

La capa de Datos Enlazados estd conformada por 4 tipos de agentes. Para la especificaciéon de cada
agente se usa MASINA [53], y en especifico, los modelos de agentes y de tareas.

3.1.1.1. Agente de Datos Enlazados Internos (Internal Linked Data Agent - ILDA)

Son los agentes que brindan la capacidad de extraccion, curacion, agregacion y modelado de las fuentes
de informacién provenientes de agentes internos, como CzA, AppA y DA, para finalmente ser
transformadas a formatos adecuados para el enlazado de datos. Especificamente, su objetivo es
enriquecer los datos del agente solicitante con informacion del contexto de MiSCi. El diagrama de
actividad (ver Figura 3.4) muestra el servicio de este agente, y esta compuesto por dos sub-servicios; el
primero extrae los datos de las fuentes internas, y el segundo enriquece estos datos con informacién del
contexto y de las ontologias.

Datos
Enrigquecidos

O e o cveer )@

Informacion de Informacion de
Cx WS MO WS

Figura 3.4: Diagrama de actividad de ILDA.

Datos

Modelo de Agente de ILDA. Este modelo indica el tipo de agente, el rol que cumple y la descripcién de
su funcionalidad:
¢ Tipo: agente de servicio.
* Roles: ofrecer servicio de extraccién y enriquecimiento de los datos generados por el MiSCi.
¢ Descripcién: procesa solicitudes para extraer y enriquecer datos de MiSCi con informacién del
contexto (Cx WS) y de las ontologias (MO WS), a peticion de los agentes CzA, AppA, DA

Modelo de tareas de ILDA. El servicio “Enriquecer Datos” del agente ILDA presenta las siguientes
tareas:
e T1. Recibir la solicitud del agente solicitante
T2. Extraer datos del agente solicitante
T3. Modelar los datos del agente solicitante
T4. Generar los datos como RDF

3.1.1.2. Agente de Datos Enlazados Externos (External Linked Data Agent - ELDA)

Son los agentes que brindan la capacidad de extraccion, curacion, agregacion y modelado de las fuentes
de informacién provenientes del exterior de MiSCi (Redes Sociales, Paginas Web, entre otros), para
finalmente ser transformadas a formatos adecuados para el enlazado de datos, que permitan enriquecer
semanticamente a la capa CAL del MiSCi con informacién del exterior. Es decir, ofrece el servicio de



extraccion y enriquecimiento de las fuentes externas al MiSCi. En la Figura 3.5 se observa su diagrama
de actividad.
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Figura 3.5: Diagrama de actividad del caso de
uso de ELDA.

Modelo de Agente de ELDA:
¢ Tipo: agente de servicio.
¢ Roles: ofrecer servicio de extraccion y enriquecimiento de los datos de fuentes externas al
MiSCi.
® Descripciéon: procesa solicitudes para extraer y enriquecer datos provenientes del exterior

(Redes Sociales, Paginas Web, entre otros) con informacion del contexto (Cx WS) y de las
ontologias (MO WS).

Modelo de tareas de ELDA. Las tareas del servicio “Enriquecer Datos” de este agente son los
siguientes:

T1. Recibir la solicitud

T2. Extraer datos de la fuente externa

T3. Modelar los datos de la fuente externa

T4. Generar los datos como RDF

3.1.1.3. Agente de Integracion de Datos Enlazados (Linked Data Integration Agent -
LDIA)

Es el agente que brinda la capacidad de vincular y publicar la informacion interna y externa generada
por ILDA y/o ELDA. Este agente vincula los datos, para luego ser publicados como Datos Enlazados.
En la Figura 3.6 se observa su diagrama de actividad.

Datos
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Datos
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Figura 3.6: Diagrama de actividad del
caso de uso de LDIA.

Modelo de Agente de LDIA.
¢ Tipo: agente de servicio.



Roles: ofrecer servicio de vinculacion y publicacion de datos enriquecidos.

Descripcion: procesa solicitudes de vinculacién de datos enriquecidos con los distintos
conjuntos de datos obtenidos en anteriores invocaciones, que luego son publicados como Datos
Enlazados.

Modelo de tareas de LDIA. Las tareas del servicio “Vincular y Publicar los Datos Enriquecidos” de este
agente son:

e T1. Recibir la solicitud con los datos enriquecidos

e T2. Vincular los datos enriquecidos

e T3. Publicar los datos enriquecidos

3.1.1.4. Agente de Conocimiento de Datos Enlazados (Linked Data Knowledge Agent -
LDKA)

Son los agentes que ofrecen mecanismos para explotar el conocimiento vinculado a los Datos
Enlazados, permitiendo capacidades de: analisis semantico, manejo de ambigiiedad, etiquetado
semantico, busqueda exploratoria, visualizacion, filtrado, entre otros. Los servicios que presta LDKA
son: i) Recomendar Informacién usando inferencia hibrida de l6gica descriptiva/dialéctica para retornar
informacion segun la necesidad particular de un agente; ii) Generar Modelos de Aprendizaje
Automatico que permite retornar modelos de conocimiento basado en distintas técnicas de Aprendizaje
Automatico como arboles de decisiones, redes bayesianas, crdonicas, redes neuronales como las de
aprendizaje profundo, etc.; iii) Generar Datos para entrenamiento de modelos de conocimiento,
muestreos, etc.; iv) Aprender Ontologias usa los Datos Enlazados para poblar nuevas ontologias. El
diagrama de actividad (ver Figura 3.7) muestra los detalles de los servicios prestados por LDKA.
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Figura 3.7: Diagrama de actividad del caso de uso de LDKA.




Los cuatros servicios para explotar el conocimiento vinculado a los Datos Enlazados, permiten mejorar
trabajos previos vinculados a la integracion de datos, construccion de recomendadores o modelos de
maquinas de aprendizaje mas robustos, entre otros.

Modelo de Agente de LDKA. El modelo de agente de LDKA se describe de la misma manera que los
anteriores agentes.
¢ Tipo: agente de servicio
¢ Roles: ofrecer servicio de explotacion del conocimiento, como Recomendar informacion,
Generar modelos de Aprendizaje Automatico, Generar datos, o Aprender Ontologias.
¢ Descripcién: explora los Datos Enlazados y realiza las transformaciones del conocimiento
segiin el tipo de solicitud (Recomendar informacién, Generar modelos de Aprendizaje
Automatico, Generar datos o Aprender Ontologias).

Modelo de tareas de LDKA. En la Tabla 3.1 se definen las tareas del agente LDKA, por cada servicio
prestado.

Tabla 3.1: Servicios y tareas de LDKA.

LDKA-S1. Recomendar informacion

T1. Recibir la solicitud
T2. Inferencia hibrida basado en logica descriptiva/dialéctica
T3. Retornar informacion solicitada

LDKA-S2. Generar modelos de Aprendizaje Automatico

T1. Recibir la solicitud

T2. Generar modelo de conocimiento basado en técnicas tales como crénicas, redes
neuronales, arboles de decision, redes bayesianas u otros.

T3. Retornar modelo de conocimiento

LDKA-S3. Generar datos de entrenamiento

T1. Recibir la solicitud
T2. Generar los datos de entrenamiento
T3. Retornar los datos

LDKA-S4. Aprender Ontologias

T1. Recibir la solicitud
T2. Extraer fuentes de datos
T3. Enriquecer Ontologias

3.1.2 Experimentacion

Esta seccion muestra un resumen extenso del escenario 2 “Explotar Datos” del caso de estudio
presentado en [50], cuyos detalles se encuentran en la seccion 4 del Anexo 3.A. Los datos de entrada
necesarios para este escenario son recogidos previamente, o en paralelo, por el proceso de



enriquecimiento (ver escenario 1 en la seccién 4 del Anexo 3.A). Estos datos de entrada son publicados
como Datos Enlazados por el agente LDIA.

Este escenario tiene como objetivo mostrar como se usan los Datos enlazados por el agente LDKA en
la capa LDL del MiSCi. Ademas, se muestra el uso de los servicios de LDKA, que requieren de otros
servicios ofrecidos por el mismo. Por ejemplo, en la Figura 3.8 se observa el diagrama de actividad del
agente de conocimiento (Knowledge Agent - KA) del MiSCi, para el servicio de Generar
Conocimiento, que invoca a otros dos servicios del agente LDKA.

Datos de Conocimiento
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Figura 3.8: Diagrama de actividad del KA.

A continuacion, se describe este escenario (ver Figura 3.9):

1.

o1k W

®
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11.

12.

13.
14.

El agente CzA detecta problemas en los signos vitales del ciudadano, y genera la sefial de
alarma al HSS (Sistema Inteligente de Salud), a través del AppA que caracteriza a ese sistema.
El agente AppA (HSS) solicita al servicio Recomendar Informacion del agente LDKA, buscar
los ciudadanos en los alrededores con capacidades de practicar los primeros auxilios, que
permita brindarle atencion médica inmediata al paciente.

LDKA retorna la informacion solicitada por AppA (HSS).

Luego, AppA (HSS) envia la notificacion a los ciudadanos a través de CzA.

En los distintos procesos de actualizacion de conocimiento van emergiendo ontologias, en
consecuencia el componente MO WS va solicitando el servicio de Aprender Ontologia de
LDKA, para extraer informacion y enriquecer dichas ontologias emergentes.

LDKA retorna las ontologias emergentes enriquecidas.

El AppA (HSS) solicita al servicio Recomendar Informacion del agente LDKA, recomendar los
servicios de ambulancias, para tratar al paciente y trasladarlo al centro médico mas cercano.
LDKA retorna la informacion solicitada por AppA (HSS).

El agente AppA (HSS) también solicita al servicio Generar Conocimiento (Figura 3.8) del
agente KA, los posibles diagndsticos y sugerencias de tratamiento.

El agente KA necesita un modelo de conocimiento para resolver el problema, por lo que activa
el servicio Generar Modelos de Aprendizaje Automatico de LDKA, para obtener el modelo de
conocimiento sobre dicho problema.

LDKA genera y retorna el modelo de conocimiento a KA.

También KA necesita datos de entrenamiento para afinar el modelo de conocimiento, para eso
solicita al servicio Generar Datos de LDKA.

LDKA genera y retorna los datos de entrenamiento para el modelo de conocimiento de KA.
Finalmente, el agente del MiSCi retorna los posibles diagnosticos y sugerencias de tratamiento
a AppA (HSS).
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Figura 3.9: Diagrama de secuencia para explotar datos.

En este escenario, se le solicita a LDKA explotar los Datos Enlazados para generar conocimiento y
responder a las distintas necesidades presentes en el MiSCi. LDKA responde con informacion
contextualizada y adaptada a cada necesidad.

3.2 Generacion Automatico de Ontologias basado en Datos Enlazados

Esta seccion presenta un resumen extenso de los trabajos presentados en [54, 55], cuyos detalles se
encuentran en la seccién 3 del articulo en el Anexo 3.B y la seccion “Materiales y métodos” del articulo
en el Anexo 3.C, donde se describe la arquitectura general AOGS (Automated Ontology Generator
System), que permite crear y enriquecer ontologias emergentes de forma autonoma, usando como
insumo el paradigma de Datos Enlazados. Se compone de tres capas (ver Figura 3.10):

* Knowledge Base Manager: se basa en las etapas (i) y (ii) del MEDAWEDE. En nuestro caso, se
encarga de gestionar y almacenar el conocimiento de AOGS.

* Knowledge Generator Manager: se basa en las etapas (iii), (iv) y (v) de MEDAWEDE. En nuestro
caso, controla el procesamiento del conocimiento de la capa anterior, y genera ontologias
extendidas con LD.

®  Web Services Manager: se basa en la etapa (vi) de MEDAWEDE. En nuestro caso, se encarga de
recibir las peticiones web realizadas por los clientes a AOGS, por ejemplo, servicio de generacion
de ontologias o servicio de gestion de fuentes de conocimiento.
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Figura 3.10: Diagrama de componentes de nuestra arquitectura basada en
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Componentes de la capa Knowledge Base Manager

Los componentes descritos en esta seccion permiten gestionar la base de conocimientos del sistema.

1)

2)

3)

4)

3.2.2

Ontological Database (OD): Este componente se encarga de almacenar y poner a disposicion
todo el conocimiento que posee el sistema con el fin de generar ontologias para contextos
especificos. La OD almacena las clases, propiedades y relaciones de las diferentes ontologias.
Este componente es activado por el resto de componentes que necesitan gestionar la
informacion del sistema.

Source List (SL): Este componente muestra una lista de las ontologias que estan disponibles en
la base de conocimiento del sistema. Este componente es activado por los servicios de
Knowledge Source Management (KSM).

Add Source (AddS): Se encarga de ampliar la base de conocimiento disponible en el sistema
para generar una ontologia en un contexto especifico. Este componente es activado por los
servicios KSM junto con la ontologia a afiadir al sistema.

Delete Source (DelS): Se encarga de reducir la base de conocimiento disponible en el sistema
para generar una ontologia en un contexto especifico. Este componente es activado por los
servicios KSM junto con el id de la ontologia a eliminar del sistema.

Componentes de la capa Knowledge Generator Manager

En esta seccion se describen los componentes que permiten generar la ontologia del contexto solicitada
por el cliente.



1) Base Ontology Creation (BOC): Este componente crea una ontologia base con los conceptos
definidos como Términos de Busqueda. Los Términos de Biisqueda son proporcionados por el
cliente para obtener una ontologia de un dominio especifico. Estos conceptos seran los nodos
raiz de la ontologia a generar. En los siguientes componentes, estos conceptos base se
relacionaran con los nuevos conceptos seleccionados y a partir del enriquecimiento con Datos
Enlazados.

2) Similarity Search (SS): Este componente encuentra los posibles conceptos ontologicos a afnadir
a la ontologia base. Para ello, busca los sinénimos de los Términos de Bisqueda, y compara los
Términos de Busqueda y sus sinonimos con los conceptos almacenados en el OD, extrayendo
las coincidencias. El resultado es una lista de los conceptos que coinciden con los términos de
busqueda y sus sin6nimos.

3) Ontological Alignment (OA): Este componente se encarga de la alineacién de los conceptos
ontologicos obtenidos en SS, ponderando las relaciones que existen entre los conceptos
encontrados con los Términos de Busqueda y sus sin6nimos. La ponderacion sigue las
siguientes reglas: i. Si un Término de Busqueda coincide perfectamente con el concepto
encontrado, su puntuacion es maxima (1). ii. Si un término de busqueda esta parcialmente
inmerso en el concepto encontrado, es decir, se presenta como sufijo o prefijo, su puntuacion es
la mitad de la coincidencia perfecta (0,5). iii. Si un Término de Busqueda estd completamente
inmerso como subcadena del concepto encontrado, su puntuacion sera la cuarta parte de la
coincidencia perfecta (0,25). A continuacion, castiga con 0 un concepto sin relacion semantica
con los términos de busqueda. Por ultimo, selecciona los conceptos que cumplen el umbral de
aceptacion proporcionado por el solicitante de la ontologia. Este umbral define la severidad o
permisividad del filtrado de los conceptos seleccionados. El resultado de este componente es
una lista de conceptos que se integraran en la ontologia base.

4) Strong Merging (SM): Integra los conceptos seleccionados de las ontologias gestionadas por
OD. En este proceso, copia la lista de conceptos seleccionados dentro de la ontologia base,
considerando las jerarquias conceptuales (nodos padre e hijo, propiedades y relaciones)
presentes en cada ontologia fuente. El resultado es la ontologia base poblada con el
conocimiento correspondiente al dominio solicitado.

5) Data Linking (DLi): Enriquece la ontologia generada con Datos Enlazados, utilizando el
servicio DBpedia Spotlight (https://www.dbpedia-spotlight.org/), que proporciona una solucion
basada en Datos Enlazados para relacionar palabras clave con identificadores de recursos
relacionados en el grafo de conocimiento de Dbpedia. Por ultimo, los recursos encontrados se
vinculan a cada concepto de la ontologia. Por ejemplo, al buscar «COVID», el servicio
devuelve http://dbpedia.org/resource/COVID-19. A continuacion, esta respuesta se vincula al
concepto COVID de la ontologia base.

6) Export Formats (EF): Se encarga de transformar la ontologia enriquecida con Datos Enlazados
al formato requerido por la interfaz. Entre los formatos manejados actualmente se encuentran
JSON-LD, RDF/XML y N-TRIPLES.

3.2.3 Componentes de la capa Web Services Manager

A continuacion se ofrece una visién general de los componentes que prestan los distintos servicios del
sistema.



1) Knowledge Source Management (KSM): Este componente se encarga de ofrecer servicios para
ampliar o reducir la base de conocimiento gestionada por el sistema.

2) Ontology Generation (OG): Este componente se encarga de activar el proceso de creacion de
ontologias para un contexto especifico. El resultado de este componente es la creacién de una
ontologia explotando el conocimiento ontologico disponible en el sistema y Datos Enlazados.
El servicio ofrecido recibe los pardmetros de biisqueda como Términos de Busqueda, formato
de generacion de la ontologia, entre otros.

3.2.4 Comportamiento de AOGS

Nuestro sistema presenta dos comportamientos principales: 1) Gestion del conocimiento y 2)
Generacion del conocimiento. En esta seccion se detalla cada uno de ellos.

1) Gestion del Conocimiento
Objetivo: listar, afiadir o borrar las ontologias que se utilizan como fuente de conocimiento gestionado

por el sistema.

Descripcion general: El proceso mostrado en la Tabla 3.2, comienza cuando el servicio web KSM
recibe una peticion de gestion de fuente de conocimiento con sus parametros requeridos (Paso 1).

Tabla 3.2: Macro-algoritmo de la gestion del conocimiento.

Entrada: Tipo de solicitud y sus pardmetros

Proceso:

1. KSM procesa la solicitud.

2. KSM comprueba los parametros de la solicitud.

3. El KSM activa el componente correspondiente al tipo de solicitud.

3.1. Si el tipo es listar, KSM invoca SL.

3.1.1. SL solicita el listado de ontologias a OD.

3.2. Si el tipo es afiadir, KSM invoca a AddS con la ontologia a afadir.

3.2.1. AddS solicita a OD que afada la ontologia.

3.3. Si el tipo es eliminar, KSM invoca a DelS con el ID de la ontologia que se va a eliminar.
3.3.1. DelS solicita al OD que borre el ID.

Salida: Solicitud procesada

En el paso 2, KSM verifica los parametros en funcién del tipo de solicitud. En el caso de listar, no
requiere parametros adicionales. En el caso de afiadir, el parametro recibido es una ontologia que debe
afiadirse al sistema. En el caso de eliminar, el parametro recibido es un ID de la ontologia que se desea
eliminar del sistema. A continuacién, KSM activa el componente correspondiente al tipo de solicitud
(Paso 3). Si se trata de listar las ontologias que posee el sistema, KSM invoca a SL (Paso 3.1).

A continuacién, SL solicita a OD la lista de ontologias (3.1.1). Si hay que afiadir una ontologia al
sistema, KSM invoca a AddS (paso 3.2). A continuacion, AddS solicita a OD que afiada la ontologia al
sistema (3.2.1). Si se trata de eliminar una ontologia del sistema, KSM invoca a DelS (paso 3.3). A
continuacion, DelS solicita a OD que elimine la ontologia del sistema (3.3.1). Este proceso permite
mantener actualizados los conocimientos gestionados por el AOGS.



2) Generacion del conocimiento
Objetivo: generar una ontologia con Datos Enlazados y el conocimiento ontolégico del sistema,
utilizando parametros de busqueda como términos de buisqueda, umbral de aceptacion, entre otros.

Descripcion general: La Tabla 3.3 presenta el proceso de Generacion de Conocimiento, que comienza
cuando el servicio web OG recibe la solicitud de creacién de una ontologia con los parametros de
generacion (Paso 1). A continuacion, BOC crea la ontologia base y afiade los Términos de Busqueda
como nodos raiz (Paso 2). En el paso 3, genera una lista de sin6nimos de los términos de busqueda. A

continuacion, SS compara los términos de buiisqueda y sus sinonimos con los conceptos almacenados en
OD (paso 4).

Tabla 3.3: Macro-algoritmo de generacion de conocimiento.

Entrada: Términos de Busqueda, umbral de aceptacion y formato de la ontologia

Proceso:

. La OG tramita la solicitud.

. BOC crea la ontologia base.

. SS busca sinénimos de los Términos de Busqueda.

. SS compara los parametros de biisqueda con el conocimiento en OD.

. SS genera la lista de coincidencias con Términos de Bisqueda y sinénimos.
. OA pondera los conceptos obtenidos en la lista de coincidencias.

. OA filtra los conceptos que cumplen el umbral de aceptacién suministrado.
. OA genera la lista de conceptos seleccionados.

9. SM integra los conceptos seleccionados.

10. DLi enriquece la ontologia con Datos Enlazados.

11. EF transforma la ontologia al formato requerido

RNV HE WN =

Salida: Ontologia generada

A continuacion, SS genera las listas de coincidencias con los términos de busqueda y sus sin6nimos
(paso 5). En el paso 6, OA pondera las relaciones existentes entre las listas de coincidencias con los
términos de busqueda y sus sinénimos (véase la seccion 3.2.2.3). Con las ponderaciones, OA filtra los
conceptos que cumplen el umbral de aceptaciéon suministrado (Paso 7) y genera la lista de conceptos
seleccionados (Paso 8). Por ultimo, SM integra los conceptos seleccionados en la ontologia (paso 9).
Una vez construida la ontologia, DLi procede a buscar y vincular cada concepto de la ontologia con el
conocimiento disponible en la web utilizando el paradigma de Datos Enlazados (Paso 10). Como
ultimo paso, EF transforma la ontologia al formato requerido (Paso 11). El resultado de estos procesos

es una ontologia enriquecida con Datos Enlazados que explota el conocimiento disponible en el
sistema.

3.2.5 Experimentacion

Esta seccién presenta un resumen extenso del caso de estudio del generador ontoldgico [54], enfocado
en el dominio del COVID-19, basado en la seccion 4 del articulo en Anexo 3.B. Es importante destacar
que esta seccion del anexo también aborda su aplicacion en el dominio de la gestion energética.



En este caso de estudio se toma como fuente de conocimiento las ontologias del dominio COVID-19,
que es una enfermedad infecciosa causada por el virus SARS-CoV-2 [24]. La Tabla IV del Anexo 3.B
muestra las ontologias vinculadas a COVID-19 que se seleccionaron del repositorio de ontologias
https://bioportal.bioontology.org/ontologies.

AOGS activa su primer proceso, que es la Gestion del Conocimiento, este proceso gestiona la carga de
ontologias al sistema como fuentes de conocimiento para el proceso de Generacion de Conocimiento.
Para ello, ejecuta el servicio web KSM con sus parametros, proceso que se repite con cada ontologia
que se afiade al sistema. Posteriormente, el KSM recibe, procesa y ejecuta los maddulos
correspondientes al tipo de peticion recibida (ver pasos 1, 2 y 3 de la Tabla 3.2). En este caso, activa el
mo&dulo AddS (ver paso 3.2 en la Tabla 3.2), que se encarga de afiadir la ontologia en OD del sistema
(ver paso 3.2.1 en la Tabla 3.2).

Luego, AOGS activa al proceso de Generacion de Conocimiento, este proceso genera la ontologia
usando como insumo los Datos Enlazados del sistema. Para ello, se ejecuta el servicio web OG pasando
como parametros los Términos de Buisqueda, el formato de la ontologia y el umbral de aceptacion. Por
ejemplo, la Figura 3.11 indica que la ontologia se generara en formato RDF/XML, con un umbral de
aceptacion del 70%, y el area de interés de la nueva ontologia es “COVID” y “test”.

Ontology Generator

Search Terms

[ covid = J test « ]

Output Formats:

m Acceptance Threshold

Figura 3.11: Interfaz de generacion.

El componente SS, utilizando los términos de buisqueda, obtiene sus sin6nimos (véase el paso 3 de la
Tabla 3.3). Por ejemplo, para “COVID” se encontr6 “Coronavirus”, mientras que para “Test” se
encontraron varios sinonimos como “trial”, “exam”, “quiz”, entre otros. A continuacion, realiza
consultas para obtener los conceptos ontologicos de las ontologias afiadidas al sistema (véanse los
pasos 4 y 5 de la Tabla 3.3). Algunos de los posibles resultados son “Untested for COVID-19”,
“COVID-19 Diagnosis”, “Tested for 2019-nCov (Wuhan) infection”. Sin embargo, no todos los
conceptos acabaran poblando la ontologia, ya que muchos de ellos no estan semanticamente
relacionados con el dominio consultado. Por ejemplo, “intestine cancer”, “assay screened entity” y
“testis”, por lo que sera necesario filtrar estos conceptos.

La figura 3.12 muestra algunas ponderaciones entre las listas de coincidencias (azul), y los términos de
busqueda (verde oscuro) y sus sinonimos (verde claro) (véase el paso 6 de la tabla 3.3). Por ejemplo, la
comparacion de “COVID” de la lista de coincidencias con “COVID” del término de busqueda es
perfecta; por tanto, su puntuacién sera maxima (1).
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Figura 3.12: Ponderaciones entre los listados de
coincidencias (azul) y los términos de busqueda
(verde oscuro) y sus sindnimos (verde claro).

En el caso del término de bisqueda “Test”, esta parcialmente inmerso dentro del token “untest”, con un
sufijo afadido (en otros casos, puede presentarse como prefijo); por lo tanto, su puntuacién es la mitad
de la coincidencia perfecta (0,5). En el tercer caso, el término buscado estd completamente inmerso
como una subcadena del concepto presente en el listado (“Test” en “intestin”). En este caso, la
ponderacion es una cuarta parte de la coincidencia perfecta (0,25) para castigar los posibles conceptos
sin relacion semantica con la busqueda. Asi se hace para el resto de conceptos.

En resumen, un concepto cuya etiqueta sea “Tested for COVID-19” puntuard mds alto que otro cuya
etiqueta sea “Study for COVID propagation”, ya que en el primer caso se hace referencia a “Test” y
“COVID” al mismo tiempo, mientras que en el segundo sélo se hace referencia a “COVID”. Tras la
ponderacion, se eligen los conceptos que cumplen el umbral de aceptacion definido (véase el paso 7 de
la Tabla 3.3). Para este caso, 70% es el umbral, y el resultado es una lista con los conceptos
seleccionados (véase la etapa 8 de la Tabla 3.3).

Con la ontologia base integrada con los conceptos seleccionados (véase el paso 9 de la Tabla 3.3), se
utiliza el paradigma de Datos Enlazados para buscar conceptos que puedan ser equivalentes a los
conceptos de la ontologia generada (véase el paso 10 de la Tabla 3.3), con el fin de crear nuevos
conceptos en la ontologia con informacién externa. La Figura 3.13 muestra el vinculo entre el concepto
COVID de la ontologia y el concepto COVID de DBpedia.
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Figura 3.13: Vinculacion de conceptos
ontoldgicos con fuentes externas de Datos
Enlazados.

Por ultimo, la nueva ontologia se transforma al formato requerido (véase el paso 11 de la Tabla 3.3), en
este caso, a RDF/XML (véase la Figura 3.14).

Ontologia generada:

<?xml version="1.0"?>

<rdf:RDF xmins:rdf="http://www.w3.0rg/1999/02/22-rdf-syntax-ns#"
xmins:xsd="http://www.w3.0org/2001/XMLSchema#"
xmins:rdfs="http://www.w3.0rg/2000/01/rdf-schema#"
xmins:owl="http:/www.w3.0org/2002/07/owl#"
xml:base="covid_test"
xmlins="covid_test#">

<owl:Ontology rdf:about="covid_test"/>
<owl:Class rdf:about="#0OWLClass_0000000012">
<rdfs:subClassOf
rdf:resource="http://www.semanticweb.org/clininf/covid 19#OWLClass_0000000012"/>
<rdfs:subClassOf >
<owl:Restriction>
<owl:onProperty rdf:resource="http:/purl.obolibrary.org/obo/BFO_0000050"/>
<owl:allValuesFrom rdf:resource="http://www.w3.0rg/2002/07/owl#Nothing"/>

Figura 3.14: Ontologia generada y publicada en
formato RDF/XML.



4 Recomendador Hibrido Basado en Lagica
Descriptiva/Dialéctica y Datos Enlazados

En este capitulo se presenta un Sistema de Recomendacién Hibrido (Hybrid Recommender System,
HRS) que combina la légica descriptiva/dialéctica con Datos Enlazados [56]. Este HRS nace de las
ideas propuestas por Dos Santos et al. [46] y responde a la necesidad de resolver situaciones con
informacion inconsistente, es decir, estados de contradiccion o ambigiiedad, y de explotar la
informacion semantica proveniente de la web estructurada como los Datos Enlazados. La estructura del
capitulo es la siguiente: La seccién 4.1, que se basa en la seccion 4.1 del Anexo 4.A, presenta el disefio
arquitectonico nuestro HRS y detalla cada componente. La seccién 4.2, en consonancia con la Seccion
4.2 del Anexo 4.A, describe los algoritmos que implementan los componentes del HRS. La seccion 4.3
ilustra un caso de estudio del HRS, basandose en la seccién 5 del Anexo 4.A. Finalmente, la seccién
4.4 explora el uso de esta arquitectura, incluyendo un analisis de uno de los fenémenos dialécticos en
las competencias (seccion 4.4.1, basada en la seccion Knowledge Model del Anexo 4.B), una
presentacion de otros modelos dialécticos (seccion 4.4.2, basada en la seccion 3 del Anexo 4.C) y un
analisis general del potencial de la Logica Dialéctica (seccion 4.4.3).

4.1 Arquitectura del HRS

Esta seccién ofrece un resumen extenso del trabajo presentado en [56], y los detalles se encuentran en
la seccion 4.1 del Anexo 4.A. En dicho trabajo, se construye un HRS basado en las caracteristicas de un
Sistema de Recomendador Inteligente, las cuales se describen a continuacién [57]: (i) Fuentes de
Conocimiento: son las fuentes que proveen informacién sobre usuarios, contexto, recursos, entre otros.
En nuestro sistema, estara conformada principalmente por fuentes de Datos Enlazados, las cuales
proveen datos con informacion semantica; (ii) Adquisicion de Conocimiento: se encarga de la
extraccion y procesamiento de datos. En nuestro caso, generara consultas en SPARQL que permitan
identificar, filtrar y extraer la informacion disponible en las fuentes de Datos Enlazados para enriquecer
el modelo de conocimiento; (iii) Modelado de Conocimiento: se especifica el paradigma de
representacion del conocimiento; para nuestro caso, se representa como Datos Enlazados y axiomas
basados en légica descriptiva/dialéctica; (iv) Razonamiento y verificacion: se implementan los
mecanismos de razonamiento, ofreciendo la capacidad de explotar el conocimiento e inferir
recomendaciones. En nuestro sistema, se utilizard un mecanismo hibrido, por un lado, se utiliza un
razonador de l6gica descriptiva que permite explotar las fuentes de Datos Enlazados para enriquecer el
modelo de conocimiento, y por otro lado, se utiliza un razonador de Légica Dialéctica que verifica el
modelo de conocimiento y evalua las recomendaciones a través de los diferentes eventos dialécticos.

La Figura 4.1 muestra los componentes de nuestro HRS, distribuidos en dos grandes grupos: el primer
grupo estd compuesto por los componentes que permiten razonar para extraer informacién o inferir
recomendaciones, incluso en presencia de inconsistencias o ambigiiedades en el Problema o Consulta
(PoQ), o en los datos extraidos de los Datos Enlazados, llamados Reasoning Engines. El segundo
grupo, llamado Manager, estd compuesto por los componentes encargados de gestionar todos los
procesos necesarios para llegar a una recomendacién. Estos determinan cuando y qué se debe explotar



de los Datos Enlazados, ya sea para enriquecer las ontologias o vocabularios del modelo de
razonamiento, o para enriquecer semanticamente los datos o recomendaciones encontradas.
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Figura 4.1: Diagrama de componentes de nuestro HRS.

4.1.1 Componentes del Grupo Reasoning Engines

Description Logic Engine (DeLE): Este motor es intrinseco a los Datos Enlazados, ya que tanto la
estructura semantica de los datos como los mecanismos de consulta (lectura, creacion, actualizacion o
borrado de tripletes) se basan en logica descriptiva. Ademas, el motor permite explotar diferentes
fuentes de datos, gracias a la técnica de Datos Enlazados que interconecta los datos a través de puntos
de acceso distribuidos o endpoint locales (para perfiles personales y contexto), o endpoint publicos
(endpoint de Dbpedia, endpoint de Wikidata, entre muchos otros). Este motor recibe una consulta
basada en tripletes y devuelve los datos encontrados como variables.

Dialetheic Logic Engine (DiLE): Este motor responde mediante consultas construidas como
conjeturas sobre los modelos descritos en logica de primer orden, donde se detallan axiomas y sus
hechos, pudiendo detectar y razonar en estados de ambigiiedad o inconsistencia, gracias a la capacidad
que ofrece la Logica Dialéctica. Este motor recibe una consulta como conjetura y modelo, y retorna lo
inferido de la conjetura sobre el modelo.

4.1.2 Componentes del Grupo Manager

Vocabulary Manager (VM): se encarga de identificar y seleccionar los vocabularios y ontologias que
son necesarios para procesar las peticiones recibidas por el recomendador. El gestor busca hacer
coincidir los términos de la peticion con las clases y propiedades del conocimiento que posee. Si este
objetivo no se logra, entonces se apoya en Query Manager para extraer nuevo conocimiento de las
fuentes de Datos Enlazados, que pueda enriquecer las ontologias o vocabularios del modelo de
razonamiento. Este componente toma los axiomas presentes en la entrada del PoQ y extrae los
predicados, ya que esos predicados son los conceptos que se necesitan identificar. Luego, esos



predicados se comparan con la base de conocimiento, para determinar si se conocen los URIs que
identifican y se relacionan con los conceptos. Si no es asi, se invoca el Query Manager para generar
consultas para los URIs que representan estos conceptos desconocidos (mas en la Tabla 4.3).

Query Manager (QM): se encarga de preparar y generar las consultas necesarias para enriquecer o
recomendar la informacion.

e Por parte del DeLE, se generan consultas basadas en tripletas que explotan los datos contenidos
en las fuentes de Datos Enlazados, apoyandose en la Base de Conocimiento (Knowledge Base,
KB) de los vocabularios y ontologias manejados por el recomendador y las fuentes de Datos
Enlazados. En concreto, la consulta se construye a través de tres plantillas, segun el tipo de
peticion: (i) “Concept as URI” permite buscar la URI que representa un concepto. (ii) “Property
related to a Concept as URI” permite buscar la URI que representa una propiedad que esta
relacionada con una URI de un concepto conocido.; y (iii) “Knowledge Extraction” permite
extraer todo el conocimiento disponible de una URI.

e Por parte del DILE, se generan consultas basadas en conjeturas descritas en los axiomas del
PoQ, que permiten probar e inferir las recomendaciones, incluso si hay inconsistencia o
ambigiiedad en el PoQ o en los datos. En concreto, se analiza cada axioma del PoQ y se extrae
el predicado que sigue a cada simbolo de implicaciéon (=>), ya que formard parte de las
conjeturas que el HRS utilizara para probar el modelo y los datos.

Conversion Manager (ConM): Se encarga de preparar y generar las transformaciones de datos para
permitir el intercambio de informacion entre los diferentes razonadores que tiene el recomendador y la
informacion encontrada, necesarias para que los resultados de un razonador puedan ser utilizados por el
otro. Por ejemplo, para utilizar los datos generados por el DeLE con DiLE, se requiere transformar los
datos, ya que el DeLE devuelve una tabla inferida con los valores encontrados por cada variable
solicitada, y el DiLE necesita un modelo con los datos descritos como hechos en Ldgica de Primer
Orden. Estas transformaciones se crean a partir del modelo de razonamiento, utilizando la base de
conocimiento que alcanz6 VM vy la consulta de extraccion de conocimiento que genera QM. En
concreto, se realizan dos tipos de conversiones, el primer tipo convierte los datos de una variable o
concepto extraido de los Datos Enlazados. El segundo tipo convierte los datos de dos variables o
conceptos relacionados que se extrajeron de los Datos Enlazados.

Recommendation Manager (RM): Se encarga de fusionar y filtrar la informacién obtenida por los
razonadores, permitiendo recoger y entregar el conocimiento alcanzado por todos los mecanismos que
componen el recomendador. En concreto, RM solicita a ConM las conjeturas que permitiran validar el
modelo de razonamiento con los elementos extraidos a través de DeLLE. A continuacién, DiLE filtra las
recomendaciones; para ello, se detectan los eventos dialécticos utilizando las diferentes conjeturas.
Ahora, con las recomendaciones alcanzadas, se procede a evaluar el grado de cercania de cada
recomendacion al perfil del usuario. Esta evaluacién consiste en sumar las caracteristicas del perfil de
usuario que coinciden con la recomendacion. Finalmente, las recomendaciones se ordenan de mayor a
menor, seguin el resultado de cada evaluacion (mas detalles en la Tabla 4.5).

Control Manager (CM): es el responsable de todas las decisiones del HRS, determinando cuando y
como deben invocarse los gestores y razonadores en funcién de sus capacidades. Este gestor utiliza el
meta-razonamiento para tomar estas decisiones (mas detalles en la Tabla 4.2). El meta-razonamiento
busca cumplir los siguientes objetivos: (i) verificar que el PoQ esté correctamente definido, probandolo
con DIiLE (ver Tabla 4.2); (ii) identificar los conceptos presentes en el PoQ, buscandolos con DeLE



(ver Tabla 4.3); (iii) extraer el conocimiento asociado a los conceptos identificados en el PoQ,
extrayéndolos con DeLE (ver Tabla 4.4); (iv) verificar y filtrar las recomendaciones, usando DiLE (ver
Tabla 4.5); y (v) extraer el contenido relacionado con las recomendaciones, usando DeL.E (ver Tabla
4.6).

4.2 Funcionamiento del HRS

Esta seccion es un resumen extenso del trabajo presentado en la seccion 4.2 del Anexo 4.A, donde se
especifica el funcionamiento del HRS construido. En general, los pasos seguidos por el HRS pueden
verse en el Macro-Algoritmo de la Tabla 4.1. El proceso comienza cuando un usuario solicita una
recomendacion, proporcionando la PoQ que desea resolver. Lo primero que hace CM es ejecutar la
entrada con DiLE, determinando si los axiomas estan correctamente descritos (Paso 1). Si no son
correctos, el proceso se detiene (Paso 1.1). En caso de que sea correcta, entonces el CM activa una serie
de procesos que permiten incorporar conocimiento de los Datos Enlazados y encontrar posibles
recomendaciones (Paso 2). En el paso 2.1, se determina si existen ontologias y/o vocabularios que
permitan identificar los términos utilizados por el PoQ. En el paso 2.2, se extrae de los Datos Enlazados
la informacion relativa a los términos identificados en el paso anterior. Esto permite el enriquecimiento
con conocimiento de las posibles recomendaciones que se alcanzaran. En el paso 2.3, se verifican las
inconsistencias y/o ambigiiedades presentes en los datos recogidos para el PoQ, y se obtienen las
recomendaciones encontradas. En el paso 2.4, estas recomendaciones se enriquecen con el
conocimiento relacionado buscado a través de las fuentes de Datos Enlazados. Por tltimo, se entregan
las recomendaciones enriquecidas.

Tabla 4.1: Macro-algoritmo de nuestro HRS.

Entrada: PoQ

Proceso:

1. El CM verifica la PoQ con el DiLE.

1.1. Si no es correcto el PoQ, se detiene el proceso de recomendacion.

2. CM activa cada proceso.

2.1. Proceso: Identificacién de URI utilizando Datos Enlazados (véase la Tabla 4.2).

2.2, Proceso: Extraccién de Conocimiento utilizando Datos Enlazados (véase la Tabla 4.3).

2.3. Proceso: Verificacion y Filtrado de Recomendaciones utilizando Datos Enlazados (Tabla 4.4).

2.4. Proceso: Extraccion de Contenidos Relacionados a las Recomendaciones utilizando Datos Enlazados (Tabla 4.5).

Salida: Recomendaciones enriquecidas

A continuacion se describen con mas detalle los distintos procesos:

4.2.1 Identificacion de URI utilizando Datos Enlazados

Objetivo: identificar los términos o conceptos utilizados en el PoQ, buscando URIs de una ontologia
y/o vocabulario que los represente.



Descripcion general: El proceso mostrado en la Tabla 4.2, comienza cuando el CM recibe la PoQ y
activa la VM para reconocer las caracteristicas de dicha PoQ (Paso 1). En el paso 2, la VM verifica si
los Términos o Conceptos (ToC) presentes en el PoQ estan relacionados con un vocabulario u ontologia
conocida por el HRS en su KB. Esta relacion se identifica a través de un URI, que permite extraer
nuevo conocimiento de las fuentes de Datos Enlazados. Por ejemplo, una enfermedad se representa
mediante el URI http://dbpedia.org/ontology/disease. Para ello, el paso 2.1 extrae cada ToC en PoQ
(véase el componente VM). A continuacion, se comprueba cada ToC extraido de PoQ (paso 2.2). Si
HRS no conoce la ToC en su KB, VM debe encontrar un URI que represente la ToC (paso 2.2.1). En
este caso, VM activa QM (Paso 2.2.1.1), de modo que QM prepara consultas para encontrar un URI a
través de DeLE que represente el ToC (Paso 2.2.1.2). Ejemplos de este proceso se describen en el
componente QM, concretamente, en los tipos de consulta Concept as URI y Property related to a
Concept as URI. En el paso 2.2.1.3, VM ejecuta DeLLE con las consultas recibidas por QM, lo que le
permite encontrar un URI que represente ToC. Entonces, ToC, con su URI, es afiadido a KB como un
concepto identificado por HRS (Paso 2.2.1.4). Todos estos URIs identificados en este proceso
permitiran la extraccion de conocimiento para el siguiente proceso.

Tabla 4.2: Macro-algoritmo de identificacion de URIs mediante Datos Enlazados.

Entrada: PoQ

Proceso:

1. El CM activa VM.

2. VM comprueba si ToC esta en KB:

2.1. VM extrae los ToC presentes en el PoQ.

2.2, Para cada ToC del PoQ:

2.2.1. Si ToC no esta Identificado, requiere actualizacién de KB:
2.2.1.1. VM activa QM.

2.2.1.2. QM prepara las consultas para extraer las URI.

2.2.1.3. VM invoca DeLE con las consultas generadas.

2.2.1.4. Se afiade la ToC a la KB.

Salida: KB actualizados

4.2.2 Extraccion de Conocimiento utilizando Datos Enlazados

Objetivo: extraer la informacién que debe recomendarse utilizando las URIs como punto de
correspondencia entre las fuentes de Datos Enlazados y ToC.

Descripcion general: La Tabla 4.3 presenta el proceso de Extraccién de Conocimiento, que comienza
cuando el CM ha identificado cada ToC con sus respectivas URISs, y necesita extraer informacién de las
fuentes de Datos Enlazados para encontrar posibles recomendaciones (Paso 1). E1 CM lleva a cabo esta
tarea activando QM (Paso 1.1), de forma que QM prepara las consultas para extraer informacién de los
Datos Enlazados asociados a las PoQ utilizando KB (Paso 1.2). Se realiza de la siguiente forma:
utilizando los URIs conocidos del proceso anterior y la tripleta para el tipo de consulta “Knowledge
Extraction” (ver Componente QM), ahora bien, en los casos en que dos conceptos estan relacionados,
sustituye ?URI_CONCEPT y ?URI_PROPERTY por los URIs respectivos. En los casos en que un
concepto no esta relacionado con otros, solo se sustituye ?URI_CONCEPT. Teniendo las consultas, el



CM invoca el DeLE y recoge informacion de fuentes, como la preferencia del usuario, el contexto y
otros conocimientos asociados al PoQ (Pasos 1.3y 1.4).

Tabla 4.3: Macro-algoritmo de extraccion de conocimiento mediante Datos Enlazados.

Entrada: PoQ

Proceso:

1. CM necesita extraer informacion para el PoQ utilizando KB.

1.1. CM activa QM.

1.2. QM prepara las consultas para extraer la informacion asociada al PoQ utilizando la KB.

1.3. CM invoca DeLE con consultas a la fuente local (conocimiento del contexto y preferencias del usuario).
1.4. CM invoca DeLE con consultas a otras fuentes (conocimiento general).

Salida: Conocimientos Extraidos

4.2.3 Verificacion y Filtrado de Recomendaciones utilizando Datos Enlazados

Objetivo: verificar las inconsistencias y/o ambigiiedades presentes en los datos recogidos y en el
modelo, y generar recomendaciones.

Descripcion general: El proceso comienza cuando se ha identificado la ToC y se han extraido todos los
datos utilizando el paradigma de Datos Enlazados (Tabla 4.4). Entonces, el CM activa el RM para
generar las recomendaciones (Paso 1). El RM lleva a cabo una serie de procesos para conseguir las
recomendaciones. El primero es convertir los datos recogidos por DeLLE en el proceso anterior a la
estructura recibida por DiLE. Para ello, se activa la tarea ConM (Paso 2). En el Paso 2.1, ConM realiza
esta tarea mediante dos tipos de conversiones, que se describen en el componente ConM. La segunda es
activar QM (Paso 3) para generar las consultas basadas en el modelo que recibe DiLE. Para ello, QM,
en el Paso 3.1, debe entregar las consultas basadas en conjeturas segtin los axiomas presentes en PoQ.
Este proceso se describe en el componente QM. Por ultimo, RM ejecuta DIiLE con PoQ, los datos
transformados por ConM Yy las distintas conjeturas entregadas por QM (Paso 4). DIiLE comprueba los
datos y las conjeturas (paso 4.1). Con los resultados proporcionados por DiLE, las recomendaciones se
filtran (paso 4.2) y se clasifican (paso 4.3), como se describe en el componente RM.

Tabla 4.4: Macro-algoritmo de verificacion y filtrado de recomendaciones mediante Datos Enlazados.

Entrada: PoQ y los Conocimientos Extraidos

Proceso:

1. CM activa RM para buscar recomendaciones.

2. RM activa ConM.

2.1. ConM convierte el Conocimiento Extraido segtn la necesidad del DiLE.
3. RM activa QM.

3.1. QM genera las consultas segun el PoQ utilizando KB.

4. RM busca recomendaciones ejecutando DiLE.

4.1. RM verifica los datos.

4.2. RM filtra los resultados.

4.3. RM ordena los resultados.

Salida: Recomendaciones




4.2.4 Extraccion de Contenidos Relacionados a las Recomendaciones utilizando
Datos Enlazados

Objetivo: enriquecer las recomendaciones con contenidos relacionados extraidos a partir de los Datos
Enlazados.

Descripcion general: La tabla 4.5 muestra el proceso de enriquecimiento de las recomendaciones. En
el paso 1, el CM activa a RM para que busque informacién relacionada con las recomendaciones
alcanzadas en el proceso anterior (Paso 1). Para alcanzar este objetivo, el RM activa a QM (Paso 2),
que se encargara de generar las consultas necesarias para extraer de las fuentes de Datos Enlazados, los
contenidos relacionados con las recomendaciones (Paso 2.1). Se realiza utilizando las URIs de las
recomendaciones alcanzadas del proceso anterior, y la tripleta para el tipo de consulta “Knowledge
Extraction” (ver componente QM), sustituyendo ?URI_CONCEPT por la URI de cada recomendacion
alcanzada. Cuando se utiliza este URI, se evita la ambigiiedad con respecto a las recomendaciones
alcanzadas en procesos anteriores. A continuacion, RM invoca a DeLE utilizando las consultas
generadas por QM (Paso 3). Por dltimo, el contenido relacionado extraido de las fuentes de Datos
Enlazados se vincula a las recomendaciones alcanzadas en el proceso anterior, y se entrega como
resultado final (Paso 4).

Tabla 4.5: Macro-algoritmo de extraccion de contenidos relacionados con las recomendaciones
mediante Datos Enlazados.

Entrada: Recomendaciones

Proceso:

1. CM activa RM para enriquecer las recomendaciones.

2. RM activa QM.

2.1. QM genera consultas de acuerdo con las recomendaciones.
3. RM activa DeLE con las consultas.

4. RM fusiona y devuelve las recomendaciones enriquecidas.

Salida: Recomendaciones Enriquecidas

4.3 Experimentacion

Esta seccion presenta un caso practico, que es un resumen extenso del trabajo presentado en la seccion
5 del Anexo 4.A, en el que se detalla el comportamiento de nuestro sistema. Ademas, se muestra como
se explotarian los recursos de los Datos Enlazados dentro del recomendador. La Figura 4.2 muestra las
fuentes de entrada para nuestro HRS en este caso practico. Ademas, se lleva a cabo la siguiente
suposicion: los doctores y/o los sensores corporales solo detectan los diferentes sintomas que puede
presentar un usuario, y dicha informacién se almacena en un repositorio local de Datos Enlazados, que
se implementa con OpenLink Virtuoso (Open-Source Edition). Por otro lado, existen datos asociados a
tipos de enfermedades conocidas, asi como sus sintomas, tratamientos y causas, entre otros. Esta



informacion se extrae del repositorio de Datos Enlazados externo, llamado Live-DBpedia, que es una
fuente con datos actualizados, ya que recupera inmediatamente todos los cambios de Wikipedia.
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Figura 4.2: Caso de estudio del HRS.

Ademas, también necesita PoQ como entrada, que es el problema o consulta a resolver. Esta entrada
sera recibida por el CM, que se encarga de controlar todo el proceso llevado a cabo por el HRS. En este
caso, busca una PoQ que represente una situacién de Légica Dialéctica denominada Discurso Ficticio.
Para ello, busca determinar si una persona esta enferma, de acuerdo con ciertos supuestos. En concreto,
nuestro sistema debe gestionar los sintomas que pueden o no asociarse a una enfermedad, los conflictos
entre los sintomas proporcionados por cada doctor o sensor, la falta de informacién, la inconsistencia
de los datos, etc. Asi, nuestro sistema permite gestionar las diferentes ambigiiedades entre las opiniones
de los doctores y/o la informacién captada por los sensores. De esta forma, se compone de cuatro
axiomas que describen el problema, y dos conjeturas que representan las preguntas a resolver (ver
Figura 3 del Anexo 4.A del articulo [56]):

1. Enfermo de D porque U presenta alguno de los sintomas S, segtin el Doctor Dr (ver axioma
diseaseDoctor). Este axioma determina si alguno de los S sintomas es detectado por el Dr
(symptomDoctor) en el usuario U. A continuacién, se comprueba si el sintoma detectado esta asociado
a la enfermedad D (isSymtom).

2. Enfermo de D segun la opinién del Doctor Dr, porque U presenta alguno de los sintomas S (ver
axioma sickDoctor). Este axioma determina si existe una enfermedad D en el usuario U, seguin la
opinion del doctor Dr (diseaseDoctor). Este axioma se basa en el axioma 1, porque el doctor Dr detecta
cualquiera de los S sintomas.

3. Enfermo con D porque U presenta alguno de los sintomas S, segun los doctores Drl y Dr2 (ver
axioma diseaseDoctors). Este axioma también se basa en el axioma 1. Realiza una doble comprobacién
de las opiniones de los doctores sobre los sintomas, de forma que determina si la enfermedad D esta
presente en el usuario U basandose en estas opiniones de los doctores Drl y Dr2.

4. Enfermo segun la opinién de los doctores Drl y Dr2, porque U presenta alguno de los sintomas S
(ver axioma sickDoctors). Este axioma se basa en los axiomas 2 y 3, y determina si existe una
enfermedad D en el usuario U, segtin las opiniones de los doctores Dr1 y Dr2 (diseaseDoctors).

5. Conjetura i: sickDoctors. El User_A esta enfermo segtin la opinién del doctor_A y del doctor_B.



6. Conjetura ii: diseaseDoctors. El User_A esta enfermo de D segun la opinion del doctor_A y del
doctor_B. D pertenece al conjunto de enfermedades disponibles en la base de conocimientos.

Por tultimo, el HRS con las entradas definidas estd listo para iniciar la extracciéon del conocimiento
necesario para razonar y hacer sus recomendaciones.

Estos procesos se muestran a continuacion

4.3.1 Identificacion de URIs mediante Datos Enlazados

Este proceso muestra como la HRS identifica las ToC presentes en la entrada PoQ, y sus relaciones.
Para ello, intenta asociar cada ToC a una URI que la represente (véase el macro-algoritmo de la Tabla
4.3). En este caso, se asume que la base de conocimiento del HRS conoce el ToC del usuario y del
doctor, y las relaciones entre ellos, usando solo el vocabulario FOAF (ver Tabla 4.6).

Tabla 4.6: Base de conocimientos HRS sobre los ToC.

ToC URI

user foaf:Person
doctor foaf:Person
opinionDoctor foaf:Document
publications foaf:publications
maker foaf:maker

Subject Property Object
user publications opinionDoctor
opinionDoctor maker Doctor

Nota: foaf: http://xmlns.com/foaf/0.1/.

El proceso comienza cuando VM es activada por CM para identificar la ToC (véase el paso 1 en la
Tabla 4.2). A continuacién, VM obtiene los predicados disease, isSymptom y symptomDoctor, y con
ellos extrae los ToC disease, symptom y doctor (paso 2.1 en la Tabla 4.2). Si no identifica los ToC
disease y symptoms, y la relacion entre ellos (paso 2.2.1 en la Tabla 4.2). VM resuelve este problema
con la invocacién a QM para que prepare consultas para extraer informacién de los Datos Enlazados a
través del DeLLE (paso 2.2.1.1 en la Tabla 4.2). De esta forma, para cada ToC no identificada, se busca
una ontologia que la describa. La Figura 4.3 muestra una consulta definida por QM (paso 2.2.1.2 en la
Tabla 4.2), un proceso que se describié previamente en el componente QM, para extraer el URI. Esta
consulta busca una ontologia para la enfermedad ToC que esté contenida en la fuente de Datos
Enlazados Live-DBpedia, obteniendo como resultado el URI para representar enfermedades:
“http://dbpedia.org/ontology/disease” (paso 2.2.1.3 en la Tabla 4.2).



sparql = SPARQLWrapper2("http://live.dbpedia.org/sparql")
spargl.setQuery ("""
SELECT DISTINCT ?URI

WHERE {
[] a ?URI
FILTER regex(?URI, 'ontology', "i" )
FILTER regex(?URI, 'disease’, "i" )

)
Figura 4.3: Consulta para encontrar una ontologia para los
términos o conceptos: disease.

Por ultimo, VM utiliza técnicas de Datos Enlazados y la informacién contenida en las fuentes de los
Datos Enlazados (paso 2.2.1.4 en la Tabla 4.2), para identificar y relacionar los términos de la entrada
PoQ (véase la Tabla 4.7).

Tabla 4.7: Nuevos términos o conceptos identificados y relacionados con sus URIs mediante Datos
Enlazados.

ToC URI
disease dbo:disease
symptom dbo:symptom
isSymptom dbo:symptom

Subject Property Object
disease isSymptom symptom
opinionDoctor isSymptom symptom

Nota: dbo: http://dbpedia.org/ontology/.

Los procesos descritos en esta seccion estan automatizados en Python. El primer proceso (componente
VM) extrae los predicados de los axiomas descritos en PoQ. Esos predicados se transforman en ToC,
que son los términos que se buscaran en la fuente los Datos Enlazados. El segundo proceso utiliza las
plantillas descritas en QM como “Concept as URI” o “Property related to a Concept as URI”, donde las
palabras CONCEPT o PROPERTY se sustituyen por el ToC que necesita identificar su URI. A
continuacion, la consulta de buiisqueda se ejecuta en el punto final de la fuente LOD (por ejemplo,
http://live.dbpedia.org/sparql). Este proceso se repite con todos los ToC que necesitan ser identificados,
y si alguno de estos ToC no esta asociado a un URI, entonces el sistema detiene su ejecucion e indica el
problema.

4.3.2 Extraccion de conocimientos mediante Datos Enlazados

En este caso, extrae informacion de las fuentes de Datos Enlazados para enriquecer el conocimiento
sobre el ToC identificado a partir de la entrada PoQ (ver macro-algoritmo en la Tabla 4.3). Este proceso
comienza cuando CM activa QM para generar dos consultas (pasos 1.1 y 1.2 en la Tabla 4.3), estas



consultas se generan siguiendo el proceso descrito en el componente QM para extraer el conocimiento.

Por un lado, genera una consulta que extrae de la fuente local de Datos Enlazados los sintomas
detectados en el user_A por doctores o sensores (Figura 4.4).

sparql = SPARQLWrapper2("http://localhost/sparql")
sparql .setQuery("""

PREFIX local: <http://localhost/>

SELECT 7?7symptom ?doctor

WHERE {

foaf:publications ?opinionDoctor
r foaf:maker ?doctor
or dbo:symptom ?symptom

}
—

Figura 4.4: Consulta para extraer los sintomas detectados
en el user_A.

Por otro lado, genera una consulta que extrae una lista de enfermedades con sus sintomas, a partir de la
fuente Live-Dbpedia de los Datos Enlazados (véase la Figura 4.5).

sparql = SPARQLWrapper2("http://live.dbpedia.org/sparqgl")
sparql.setQuery ("""
SELECT ?7disease 7symptom
WHERE {
?disease dbo:symptom ?symptom

1
J

order by ?disease
Hii\l)

Figura 4.5: Consulta que genera la lista de enfermedades y sus
sintomas.

Por ultimo, CM ejecuta las consultas (pasos 1.3 y 1.4 de la Tabla 4.3). La Tabla 4.8 muestra una
pequefia parte de los datos extraidos sobre las enfermedades, con sus sintomas.

Tabla 4.8: Enfermedades con sus sintomas extraidos de Datos Enlazados.

Enfermedad
dbpedia_Volvulus

Sintoma

dbpedia_Bloating

dbpedia_Volvulus dbpedia_Constipation

dbpedia_Zika_fever dbpedia_Conjunctivitis

dbpedia_Zika_fever dbpedia_Fever

Este proceso se automatiza en Python, para lo cual utiliza la plantilla descrita en QM “Knowledge
Extraction”, donde sustituye la palabra URI_PROPERTY por la URI del ToC que necesita extraer el
conocimiento. A continuacién, procede a ejecutar la consulta de bisqueda en el endpoint de la fuente



LOD (por ejemplo, http:/live.dbpedia.org/sparql). Este proceso se repite con todos los ToC que
necesitan extraer conocimiento.

4.3.3 Verificacion y filtrado de recomendaciones mediante Datos Enlazados

Este proceso verifica las incoherencias y/o ambigiiedades de los datos extraidos, y los filtra basandose
en los eventos dialécticos encontrados por DiLE (véase el macroalgoritmo del Cuadro 4.4). Sin
embargo, para lograr este objetivo, es necesario activar ConM y QM. ConM (paso 2.1 en la Tabla 4.4)
transforma los datos extraidos por DeL.E (véase la Tabla 4.8) en especificaciones DIiLE, basadas en
axiomas y hechos. Este proceso de transformacién se ha explicado en el componente ConM. La Figura
4.6 muestra parte del resultado de la conversién de las enfermedades y sus sintomas, donde el axioma
isSymptom_type representa la relacion entre enfermedad y sintoma, y el resto son los hechos que
representan los datos extraidos.

fof(isSymptom_type,axiom, (
! [D] :
( disease(D)
=> 7?7 [S] :
( symptom(S)
& isSymptom(D,S) ) ) )).

fof(isSymptoml, axiom, isSymptom(dbpedia_l7Hydroxysteroid_dehydrogenase_III_deficiency , dbpedia_Hypothyroidism) ).

fof(isSymptoml333, axiom, isSymptom(dbpedia Volvulus , dbpedia Bloating) ).
fof(isSymptoml334, axiom, isSymptom(dbpedia Volvulus , dbpedia Constipation) ).
fof(isSymptoml335, axiom, isSymptom(dbpedia_Volvulus , dbpedia_Bloody_stool) ).

fof(isSymptoml336, axiom, isSymptom(dbpedia_Volvulus , dbpedia_Abdominal_pain) ).

fof(isSymptoml356, axiom, isSymptom(dbpedia_Zika_fever , dbpedia_Conjunctivitis) ).
fof(isSymptoml357, axiom, isSymptom(dbpedia_Zika_fever , dbpedia_Fever) ).
fof(isSymptoml358, axiom, isSymptom(dbpedia_Zika_fever , dbpedia_Maculopapular_rash) ).
fof(isSymptoml359, axiom, isSymptom(dbpedia_Zika_fever , dbpedia_Arthralgia) ).

Figura 4.6: Informacion sobre enfermedades y sus sintomas convertida para el motor de Logica
Dialéctica.

La Figura 4.7 muestra las conjeturas extraidas del PoQ por el QM (paso 3.1 en la Tabla 4.4). Con estas
conjeturas, DiLE podra razonar en el siguiente paso con el modelo y sus datos, permitiendo filtrar las
recomendaciones.

%%%%%%s Conjecture
fof(i,conjecture,( sickDoctors(user_ A, doctor_A, doctor B) )).
fof(ii,conjecture,( diseaseDoctors(user_A, D, doctor_A, doctor_B) )).

Figura 4.7: Conjeturas para verificar y filtrar los datos.

Ahora, el RM puede invocar al DIiLE para verificar y filtrar las recomendaciones (paso 4 de la Tabla
4.4). En el caso de la conjetura I (véase la figura 4.8), DIiLE determina que el user_A estd enfermo
basandose en la opinion del doctor_A y del doctor_B. En el caso de la conjetura II (ver Figura 4.8),
DIiLE comprueba cada enfermedad (variando el valor de D en la conjetura II) que tiene en la base de
conocimiento, para verificar y filtrar las enfermedades a recomendar. La Figura 4.8 muestra la



verificacion de dos enfermedades (dbpedia_Zika_fever y dbpedia_Volvulus) con la conjetura ii. Para
dbpedia_Zika_fever DiLE determina que es una enfermedad a recomendar (YES), ya que en ambas los
doctores determinan que existen sintomas asociados a la enfermedad. Para dbpedia_Volvulus DiLE
determina que no es una enfermedad para recomendar (NO), ya que solo el doctor_B opind que tiene
sintomas asociados a esa enfermedad.
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Figura 4.8: Comparacion del resultado de dos conjeturas con respecto a los datos.

Por ultimo, la Tabla 4.9 muestra el resultado obtenido, después de que DiLE filtrara y clasificara las
enfermedades recomendadas, es decir, los casos que dieron YES con la conjetura II.

Tabla 4.9: Recomendacion gracias al motor légico dialéctico.

Recomendacién Ranking

dbpedia_Zika_fever 3

dbpedia_Chikungunya
dbpedia_Measles

dbpedia_Rheumatic_fever

N (NN

dbpedia_Trichinosis

Los procesos descritos en esta seccion estan automatizados en Python. Son los procesos mas complejos
y constituyen el nicleo del HRS. El primer proceso (componente ConM) transforma las propiedades
enriquecidas a axioma; en este caso particular, la propiedad isSymptom (ver PoQ en el caso de
estudio), que tiene asociados dos conceptos: disease y symptom (conceptos que se obtuvieron usando la
URI_PROPERTY en la secci6on anterior), quedando de la siguiente forma: isSymptom(disease,
symptom). El segundo proceso ejecuta el razonador JGRM3 con la informacién contenida en PoQ y las
propiedades enriquecidas transformadas en axiomas. Finalmente, los items recomendados por el
razonador se almacenan en una lista y se ordenan por su ranking.



4.3.4 Extraccion de contenidos relacionados con las recomendaciones mediante
Datos Enlazados

En este caso, se extrae nueva informacién de las fuentes de Datos Enlazados relacionada con el URI
que representa cada enfermedad alcanzada como recomendacion (véase el macro-algoritmo en la Tabla
4.5). Para ello, RM activa QM para generar una consulta que permita extraer dicha informacién (paso 2
en la Tabla 4.5). Esta consulta se genera siguiendo el proceso descrito en el componente QM para
extraer conocimiento. La Figura 4.9 muestra la consulta que busca y extrae todo el contenido
relacionado con el URI que identifica a la Fiebre Zika, como sintomas, tratamientos, causa, entre otros
(paso 2.1 en la Tabla 4.5).

sparql = SPARQLWrapper2("http://live.dbpedia.org/sparql")
sparql.setQuery("""
SELECT 7?property ?object
WHERE {
dbr:Zika fever ?property 7object

")
Figura 4.9: Consulta para extraer datos asociados a Zika_fever.

RM recoge toda la informacién extraida con la consulta anterior de Fiebre Zika (pasos 3 y 4 de la Tabla
4.5), y la asocia al URI de dicha enfermedad (ver Tabla 4.10). Este proceso de extraccién y asociacion
se repite con cada una de las enfermedades recomendadas por el HRS.



Tabla 4.10: Extraccion de Datos Enlazados sobre la Fiebre Zika.

Enfermedad Propiedad Valor
Duration Less than a week
Deaths None during the initial infection
Prevention Decreasing mosquito bites, condoms
Diagnosis Testing blood, urine, or saliva for viral RNA or blood for antibodies

Complications During pregnancy can cause microcephaly, Guillain-Barré syndrome

Conjunctivitis

Fever

Symptom
dbpedia_Zika_fever Maculopapular_rash

Arthralgia

Leptospirosis

Measles

Differential

. . Malaria
diagnosis

Chikungunya

Dengue

Treatment Supportive_care

Por tultimo, el RM entrega al usuario toda la informacién recopilada.

Ademas, este proceso se automatiza en Python a partir de la plantilla descrita en QM «Knowledge
Extraction», para lo cual sustituye la palabra URI_CONCEPT por la URI del elemento recomendado
por el sistema. A continuacién, procede a ejecutar la consulta de btisqueda en el endpoint de la fuente
LOD (por ejemplo, http://live.dbpedia.org/spargl). Este proceso se repite con todos los elementos
recomendados.

4.3.5 Andlisis y Validacion del Experimento

En el experimento, se muestra como el HRS orquesta a los razonadores y gestores para extraer y
procesar el conocimiento obtenido de los Datos Enlazados, y responder asi a las necesidades de
recomendacion considerando los estados de ambigiiedad o inconsistencia. En concreto, se describe
como se identifican los conceptos asociados a PoQ (ver Seccién 4.3.1), que luego se utilizan para
extraer informacién de las fuentes de Datos Enlazados (ver Seccion 4.3.2). Teniendo todo el
conocimiento necesario para razonar, se procesa con el razonador de Datos Enlazados que identifica los
casos ambiguos, y llega a las recomendaciones basadas en las preferencias de cada usuario (ver Seccién
4.3.3). Por tltimo, se extrae de los Datos Enlazados el contenido relacionado con cada recomendacién
alcanzada (ver Seccién 4.3.4). En cada proceso se detalla el comportamiento de los algoritmos
ejecutados por el HRS, para llegar a las recomendaciones.

En [56] se amplia toda la validaciéon de este experimento, donde se analiza el comportamiento de
nuestro HRS y se evaldan las recomendaciones conseguidas utilizando la informacién extraida de los




Datos Enlazados. En general, se presenta el analisis del proceso en tres pasos: 1. Descripcién general
de los datos extraidos de las fuentes de Datos Enlazados con DeLE. 2. Recomendaciones alcanzadas
con los eventos dialécticos detectados por DiLE. 3. Evaluacion de las recomendaciones alcanzadas
mediante el mecanismo de razonamiento hibrido. Ademas, se presenta un analisis comparativo tanto
cualitativo como cuantitativo. Donde todos los recomendadores utilizan la légica descriptiva como
mecanismo intrinseco para la explotacion de los Datos Enlazados, y con respecto a la resolucion de las
ambigiiedades y/o incoherencias, solo nuestro trabajo tiene esta capacidad. En nuestro enfoque,
utilizamos un motor de Légica Dialéctica basado en la 16gica RM3, que permite razonar en los estados
de ambigiiedades o inconsistencias. Otro detalle esta relacionado con la extraccién y enriquecimiento,
todos los recomendadores consideran el uso de Datos Enlazados como fuente de conocimiento, por su
variedad y semantica, ya sea para caracterizar los elementos a recomendar y/o los perfiles de usuario.
Sin embargo, solo un trabajo y nuestra propuesta aprovechan el paradigma de los Datos Enlazados para
ofrecer informacion complementaria extraida de las mismas fuentes de Datos Enlazados, permitiendo
ampliar la informacién que se presenta a los usuarios.

4.4 Aplicaciones

El uso de este tipo de arquitectura se extiende a muchos contextos como: i. Recomendacion de
Productos: manejar situaciones donde los consumidores tienen preferencias contradictorias o cuando
hay informacién conflictiva sobre los productos. ii. Recomendacion de Viajes: cuando hay informacién
contradictoria sobre los destinos o servicios turisticos. iii. Recomendacion Educativa: manejar
situaciones donde los estudiantes tienen diferentes estilos de aprendizaje o cuando hay informacion
contradictoria sobre los recursos educativos. iv. Otros: para cualquier contexto donde la informacion
sea compleja, contradictoria o ambigua, y donde se necesite un razonamiento sofisticado para llegar a
recomendaciones precisas y utiles. En este caso particular, nos centramos en la aplicacion de la Logica
Dialéctica para analizar la ambigiiedad en las competencias profesionales presentes en los textos
digitales, como paginas web y redes sociales [58, 59] (Anexo 4.B y 4.C). La dificulta de este problema
radica en comprender el significado real de una competencia en los perfiles profesionales digitales, ya
que la interpretacion puede variar segun el conocimiento y la percepcion del editor. Esto da lugar a
inconsistencias y ambigiiedades en la descripcién de las competencias, lo que dificulta la identificacién
precisa de los conocimientos y habilidades necesarias para el disefio de programas de estudio
universitarios y otros procesos de gestion de competencias.

4.4.1 Fenomenos dialécticos en las competencias (Knowledge Model)

Esta seccion presenta un resumen extenso del trabajo presentado en la seccion Knowledge Model del
Anexo 4.B, donde se muestran diferentes modelos dialécticos que contiene hip6tesis que corresponden
a los cinco fen6menos dialécticos [58]: vaguedad, declaraciones contingentes sobre el futuro, discurso
ficticio, fallo de una presuposicion y razonamiento contrafactico. Aplicamos las descripciones de cada
axioma sobre los términos de competencia, conocimiento y habilidad, pertenecientes a documentos de
una coleccion de perfiles analizados por expertos [60]. Estos términos pertenecientes a la poblacion
ontolégica del modelo Competencias Ontoldgicas, siguiendo un método desarrollado en [61], con el



apoyo de bases de conocimiento de definiciones de conocimiento y habilidades: DISCO II (para
conocimiento), BLOOM (para habilidad) [61].

En las secciones siguientes, para cada fendmeno dialéctico, analizamos primero los axiomas utilizando
ejemplos de términos. Luego, presentamos la descripcion en RM3, estructurada en tres componentes:
axiomas, que corresponden a las reglas dialécticas que los definen; hechos, que son las entradas al
modelo a partir de las instancias extraidas de los perfiles digitales académicos o profesionales; y
conjeturas, que se activan durante el razonamiento para realizar la interpretacion de los perfiles
digitales académicos o profesionales [10].

4.4.1.1Vaguedad

La vaguedad corresponde a una falta de claridad, precisién o exactitud en el lenguaje natural. Los
patrones lingiiisticos de las frases nominales y verbales que identifican las competencias de habilidades
y conocimientos pueden ser los mismos (homoénimos). La Tabla 1 muestra tres ejemplos de la
ambivalencia de estos patrones, que se consideran frases nominales de la forma NC-SP-NC y NC-SP-
NC-AQ, que representan el componente de conocimiento. Sin embargo, estos términos pueden
interpretarse como una habilidad (Java expert y Hardware knowledge) o una competencia (Software
development) [61]. De este modo, la estructura lingiiistica de las frases nominales es ambivalente,
segun la interpretacion que el redactor haga de conocimiento y habilidad.

Tabla 4.11: Patrones lingiiisticos de vaguedad.

Término Patrén Lingiiistico Interpretacion segun el patrén Interpretacion del editor
Hardware knowledge NC-SP-NC Conocimiento Habilidad
Java expert NC-SP-NC Conocimiento Habilidad
Software development NC-SP-NC Conocimiento Competencia

En particular, proponemos el siguiente axioma para los problemas de vaguedad explicados en la Tabla
4.11:

Si (el término T tiene un patréon P como conocimiento) y (P se interpreta como Habilidad (C1) o
Competencia (C2)), entonces (T tiene un patron ambivalente).

La Tabla 4.12 muestra el axioma en formato RM3 (Légica Dialéctica). Como se puede observar, el
axioma “hasAmbivalentPattern” establece la relacion entre los patrones lingiiisticos de los términos,
dependiendo de si T (término) tiene un patron P que representa conocimiento, pero que, cuando se
interpreta es diferente (como habilidad (C1) o competencia (C2)), por lo que existe una ambivalencia.
Asi, aunque el patrén lingiiistico del término indica una frase nominal que corresponde a conocimiento,
el término se interpreta como habilidad o competencia.



Tabla 4.12: Axiomas de vaguedad.

Problema: Si (el término T tiene un patrén P como conocimiento) y (P se interpreta como Habilidad (C1) o
Competencia (C2)), entonces (T tiene un patrén ambivalente).
Axiomas fof(hasAmbivalentPattern,axiom,(
' [T,P,C1,C2] : (

(hasPattern(T, P) & isInterpretedAs(T, C1) & isInterpretedAs(P, C2) &
isDifferent(C1,P) & isDifferent(C2,P))
=> hasAmbivalentPattern(T, P)
)
)

Hechos fof(hasPattern1, axiom, hasPattern(hardware_knowledge, nc_sp_nc) ).
fof(isInterpretedAs1, axiom, isInterpretedAs (hardware_knowledge, competence) ).
fof(isInterpretedAs2, axiom, isInterpretedAs(hardware_knowledge, skill) ).
fof(isPattern1, axiom, isPattern(nc_sp_nc, knowledge) ).
fof(isDifferent1, axiom, isDifferent(knowledge, competence) ).
fof(isDifferent2, axiom, isDifferent(knowledge, skill) ).

Conjeturas  If "SZS status Theorem for FOF" term has ambivalent pattern
fof(conjeturel,conjecture, (hasAmbivalentPattern(hardware_knowledge, nc_sp_nc))).

El modelo parte de la propuesta de hechos como fof(hasPatternl, axiom, hasPattern
(hardware_knowledge,, nc_sp_nc)), sobre la que los axiomas realizan las interpretaciones, desde
axiomas basicos como fof(isInterpretedAs2, axiom, isInterpretedAs(hardware_knowledge, skill)), hasta
llegar a la conjetura, que es un axioma que interpreta los hechos a partir del axioma basico
fof(conjeturel,conjecture,(hasAmbivalentPattern(hardware_knowledge,nc_sp_nc)).

4.4.1.2Declaraciones Contingentes sobre el Futuro

Las declaraciones analizan acontecimientos futuros, acciones, etc. Este fendmeno se produce en frases
verbales que generalmente describen competencias y habilidades. En este caso, la frase esta formada
por varios verbos que, considerando sus sindnimos, se encuentran en diferentes niveles de habilidad y
procesos cognitivos, que no establecen qué habilidad desarrollara la competencia en breve. Por
ejemplo, segun el tesauro Bloom descrito en [61], para la competencia de la Tabla 4.13, “Design and
manage systems”, la palabra “design” pertenece al nivel cognitivo 3 y la palabra “manage” al nivel
cognitivo 5, ambas dentro de procesos cognitivos diferentes (inferior y superior, respectivamente). Por
lo tanto, si finalmente se necesita esta competencia, resulta ambiguo establecer los mecanismos de
enseflanza para conseguirla. Incluso en el proceso de evaluacion del aprendizaje no esta claro a qué
nivel y proceso cognitivo debe considerarse la competencia.

Tabla 4.13: Casos de declaraciones contingentes sobre el futuro en términos de perfiles debido a la
contradiccion de los niveles cognitivos.

Frase verbal Nivel cognitivo 1 | Nivel cognitivo 2 | Proceso cognitivo 1 | Proceso cognitivo 2

Design and manage systems Design: 3 Manage: 5 Inferior Superior

Operate and maintain computer centers |Operate: 3 Maintain: 6 Inferior Superior




Para formalizar esta contradicciéon, proponemos los siguientes axiomas para los problemas de
enunciados contingentes de los ejemplos de la Tabla 4.13.
* Problema 1: Si (el término Th es sinénimo del término del tesauro Tb) y (Th y Tb pertenecen a
niveles cognitivos diferentes Nc1 y Nc2), entonces (Th pertenece a varios niveles cognitivos).
* Problema 2: Si (el término Th1 es sin6nimo del término Th2) y (Th1 y Th2 pertenecen a niveles
cognitivos diferentes Nc1 y Nc2), entonces (Th1 y Th2 tienen varios niveles cognitivos).
* Problema 3: Si (el término T es sinénimo de los términos Th1l y Th2) y (Th1 y Th2 pertenecen a
niveles cognitivos diferentes Nc1 y Nc2), entonces (T tiene varios niveles cognitivos).

En la Tabla 4.14, presentamos los modelos dialécticos de los axiomas partiendo del hecho de establecer
que sus niveles cognitivos son diferentes usando fof(isDifferent2, axiom, isDifferent (synthesis,
application)). A continuacion, se establece la relacion de sinonimia entre los términos con
fof(isSynonymous2, axiom, isSynonymous (design, plan)), y de pertenencia de cada término a un nivel
cognitivo con fof(belongsCognitiveLevell, axiom, belongsCognitiveLevel (design, synthesis)). De este
modo, la base de conocimiento para la interpretacion se construye para la conjetura fof(conjecture,
conjecture,(termsBelongSeveralCognitiveLevels (design, plan))), que tiene un valor de verdadero
porque “design” y “plan” son sin6nimos y pertenecen a diferentes niveles cognitivos (“synthesis” y
“application”, respectivamente).



Tabla 4.14: Axiomas de declaraciones contingentes sobre el futuro.

Problema: 1. Si Th es sinénimo del término del tesauro Tb y Th, y Tb tiene diferentes niveles cognitivos Nc1 y Nc2,
entonces Th pertenece a varios niveles cognitivos.

2. Si el verbo relacionado Th1 es sinénimo del verbo correspondiente Th2 y Th1, y Th2 pertenecen a
niveles cognitivos diferentes Nc1 y Nc2, entonces Th1 y Th2 tienen varios niveles cognitivos.

3. Si T es sinénimo de los verbos relacionados Th1 y Th2, y Th1 y Th2 pertenecen a diferentes niveles
cognitivos Nc1 y Nc2, entonces T tiene varios niveles cognitivos.

Axiomas fof(termBelongsSeveralCognitiveLevels, axiom,(
! [Th,Tb,Nc1,Nc2] : (
(isSynonymous(Th,Tb) & belongsCognitiveLevel(Th,Nc1)&
belongsCognitiveLevel(Tb,Nc2) & isDifferent(Nc1,Nc2) )
=> termBelongsSeveralCognitiveLevels(Th)
)
)
fof(termsRelated VerbBelongsSeveral CognitiveLevels,axiom,(
1 [Th1,Th2,Nc1,Nc2] : (
(belongsCognitiveLevel (Th1,Nc1)&
belongsCognitiveLevel(Th2,Nc2) & isDifferent(Nc1,Nc2) )
=> termsRelatedVerbBelongsSeveralCognitiveLevels(Th1, Th2)
)
)
fof(termsBelongsSeveralCognitiveLevels, axiom,(
1 [Th1,Th2] : (
(termsRelated VerbBelongSeveral CognitiveLevels(Th1, Th2) |
termBelongsSeveralCognitiveLevels (Th1) |
termBelongsSeveralCognitiveLevels (Th2))
=> termsBelongSeveralCognitiveLevels (Th1,Th2)
)
)

Hechos fof(isDifferent1, axiom, isDifferent(synthesis, knowledge) ).
fof(isDifferent2, axiom, isDifferent(synthesis, aplication) ).
fof(isDifferent3, axiom, isDifferent(aplication, synthesis) ).
fof(isSynonymous1, axiom, isSynonymous(design, sketch) ).
fof(isSynonymous2, axiom, isSynonymous(design, plan) ).
fof(isSynonymous3, axiom, isSynonymous(plan, sketch) ).
fof(belongsCognitiveLevell, axiom, belongsCognitiveLevel(design, synthesis) ).
fof(belongsCognitiveLevel2, axiom, belongsCognitiveLevel(sketch,synthesis) ).
fof(belongsCognitiveL.evel22, axiom, belongsCognitiveL.evel(sketch,knowledge) ).
fof(belongsCognitiveLevel3, axiom, belongsCognitiveLevel(plan, aplication) ).

Conjeturas If "SZS status Theorem for FOF" terms belongs several cognitive levels
fof(conjetura,conjecture, (termsBelongSeveral CognitiveLevels(design, plan) )).
fof(conjetura,conjecture, (termBelongsSeveralCognitiveLevels (design) )).

4.4.1.3Discurso Ficticio

Segun las creencias de las personas, los enunciados implican la toma de decisiones relacionadas con
determinados supuestos reales o imaginarios. En el caso de las competencias y sus componentes de
conocimientos y habilidades, es habitual que el editor de perfiles coloque estos tres componentes en
secciones de un documento, como la descripcién, el campo ocupacional, y no precisamente como



competencias, conocimientos o habilidades. La tabla 4.15 muestra algunos casos fundados en [61],
donde el editor de perfiles colocé la competencia “Plan and manage computer projects” como
antecedente. Un caso similar se refiere al tema de conocimiento “Industrial process control”,
establecido en la seccion de competencias. En consecuencia, depende mucho de la interpretacion y los
conocimientos del redactor reconocer una competencia 0 sus componentes de conocimientos y
habilidades, lo que puede generar una ficcién en la redaccién del perfil académico o profesional.

Tabla 4.15: Casos de discurso ficticio en términos de perfiles por su significado y ubicacion.

Término Componente | Seccion de documentos
Industrial process control Conocimiento  |Competencias
Development of computer applications Conocimiento Perfil de carrera
Plan and manage computer projects Conocimiento | Antecedente

En particular, proponemos el siguiente axioma para este problema, de acuerdo con los ejemplos del
cuadro 4.15. En este caso, la logica de la descripcién no consigue representar la contradiccién de los
hechos; por ejemplo, el término “industrial process control” es un componente del conocimiento, pero
se sitia como una competencia.

Si (el término T se encuentra en la seccién del documento C1) y (T es un componente C2) y (C1 es
diferente de C2), entonces (T es una frase ficticia).

En la Tabla 4.16, presentamos el axioma “isFictitiousPhrase” partiendo del hecho de que el término es
un  componente de  “knowledge”  (conocimiento) con  fof(isComponentl,  axiom,
isComponent(industrial_process_control, knowledge)), que esté ubicado en la seccion “competencies”
(competencia) del documento con fof(isLocatedl, axiom, isLocated (industrial_process_control,
competencies)), siendo diferentes “knowledge®“ y ”competencies” con fof(isDifferent2, axiom,
isDifferent(knowledge, competencies)). Con base en los hechos, la conjetura fof(conjecture, conjecture,
(isFictitiousPhrase(industrial_process_control, competencies))) tiene un valor de verdadero, porque al
mismo tiempo “industrial_process_control” es un componente de “knowledge” y se identifica como
una “competence”.



Tabla 4.16: Axiomas de los términos ficticios.

Problema:

Si el término T se encuentra en la seccién del documento C1 y T es un componente C2, y C1 es diferente
de C2, entonces T es una frase ficticia.

Axiomas

fof(isFictitiousPhrase, axiom,(
I [T,P,C1,C2] : (
(isLocated(T, C1) & isComponent(T, C2) & isDifferent(C1,C2) )
=> isFictitiousPhrase(T)
)

)

Hechos

fof(isComponent1, axiom, isComponent(industrial_processes_control, knowledge) ).
fof(isComponent2, axiom, isComponent(industrial_process_control, competencies) ).
fof(isLocated1, axiom, isLocated(industrial_process_control, competencies) ).
fof(isDifferent1, axiom, isDifferent(competencies, knowledge) ).

fof(isDifferent2, axiom, isDifferent(knowledge, competencies) ).

Conjeturas

If "SZS status Theorem for FOF" is Fictitious Phrase
fof(conjeture, conjecture, (isFictitiousPhrase(industrial_process_control, competencies) )).

4.4.1.4Falla de una Presuposicion

La afirmacién implica la presuposicion de algo que en realidad no es cierto, aplicada a las
competencias cuando el término se utiliza mal en una seccion del perfil, de tal manera que el término
presuposicién es erréneo. Segutn la interpretacion del redactor, es de un tipo, pero es de otro. Por
ejemplo, en la Tabla 4.17, el término “Develop computer applications” se presupone como un “Perfil
de carrera”, cuando en realidad se interpreta como una “Habilidad” [61]. Del mismo modo, “Hardware
control” se supone un “Antecedente”, siendo un “Conocimiento”, y asi para los demas casos. Del
mismo modo, para cada término, la suposicion del editor de perfiles es errénea en cuanto a la
interpretacion del experto.

Tabla 4.17: Casos de fallo de presuposicion debido a la contradiccion de la interpretacion de los
expertos de los términos de los perfiles.

Término Presuposicion Interpretacion del experto (patréon)
Develop computer applications Perfil de carrera |Habilidad
Develop computer programs Competencias Habilidad
Plan and manage computer projects Antecedente Habilidad
Hardware Control Antecedente Conocimiento
Java knowledge Experiencia Habilidad

Para formalizar esta contradiccién, proponemos el siguiente axioma para este problema, segtin los
ejemplos de la Tabla 4.17.




Si (el término T se encuentra en la seccion del documento C1) y (T tiene un patrén C2) y (C1 es
diferente de C2), entonces (T es un fallo de presuposicion).

En la Tabla 4. 18, presentamos el axioma en Logica Dialéctica “isPresuppositionFailure” partiendo del
hecho de que el término tiene un patréon de conocimiento “nc_aq” (fof(hasPatternl, axiom,
hasPattern( java_knowledge, nc_aq))), que se encuentra en la seccion “experiencia” del documento
(fof(isLocatedIn 1, axiom, isLocatedIn( java_knowledge, experience))), siendo diferentes
“conocimiento” y “experiencia” (fof(isDifferent1, axiom, isDifferent(experience, knowledge))). A partir
de los hechos, la conjetura fof(conjeture, conjeture, (isPresuppositionFailure ( java_knowledge) )) tiene
un valor de verdadero porque al mismo tiempo “java_knowledge” tiene un patrén de “conocimiento”
que se identifica como una “experiencia”.

Tabla 4.18: Axiomas de fallo de presuposicion.

Problema: Si el término T se encuentra en la seccién del documento C1, T tiene un patréon C2, y C1 es diferente de C2,
entonces T es un fallo de presuposicién.
Axiomas fof(isPresuppositionFailure, axiom,(
I [T,P,C1,C2] : (

(hasPattern(T, P) & isLocatedIn(T, C1) & isPattern(P, C2) & isDifferent(C1,C2) )
=> isPresuppositionFailure (T)
)
)

Hechos fof(hasPattern 1, axiom, hasPattern (java_knowledge, nc_aq) ).
fof(isLocatedIn 1, axiom, isLocatedIn(java_knowledge, experience) ).
fof(isPattern 1, axiom, isPattern (nc_aq, knowledge) ).
fof(isDifferent 1, axiom, isDifferent(experience, knowledge) ).

Conjeturas  If "SZS status Theorem for FOF" term is Presupposition Failure
fof(conjetura,conjecture, (isPresuppositionFailure (java_knowledge) )).

4.4.1.5Razonamiento Contrafactico

Considerar el significado de los enunciados causales puede explicarse en términos de condicionales
contrafacticos de la forma «Si no hubiera ocurrido A, entonces no habria ocurrido C». En el contexto
de las competencias, el razonamiento contrafactico se aplica en las hipotesis realizadas al alinear los
términos de las competencias con los términos de los tesauros segun medidas de similitud léxica,
estableciendo umbrales para determinar las similitudes. Propondremos la siguiente hipotesis: “Un
término y un tema de un tesauro de competencias pertenecen al mismo dominio de conocimiento
cuando la medida de similitud entre ellos supera el limite de 0,45” [61]. Como se muestra en la Tabla
4.19, para los tres casos propuestos, dos pertenecen al mismo dominio porque la medida de similitud
supera el limite de 0,45. Pero, si cambiamos el valor limite a 0,51, vemos que solo el caso “Software”
frente a “Programming” cumple la hipdtesis. En general, el valor umbral es subjetivo, lo que provoca
errores y ambivalencias a la hora de interpretar la pertenencia de un término a un dominio de
conocimiento.



Tabla 4.19: Casos de razonamiento contrafdctico debido a la pertenencia de un término a un dominio
segun una medida de similitud.

Término Tépico Dominio Similitud
Software debugging Programming 0.53

Software |Software installation IT installation and configuration 0.50
Software Application Development Software development 0.41

De acuerdo con los ejemplos de la Tabla 4.19, proponemos el siguiente axioma para este problema,

Si (el término T tiene una medida de similitud Ms con un tema Tr mayor que el umbral Us), entonces
(pertenece al tema raiz del tesauro TD).

La tabla 4.20 muestra los axiomas dialécticos para esta contradiccion, empezando por los hechos
fof(relationMeasurel, axiom, relationMeasure (software, programming, ms0_48, tdl)) vy
fof(relationMeasure3, axiom, relationMeasure (software, software_debugging, ms0_52, td12) ), que
define que el término “software” tiene una medida de similitud de 0,48 con “programming” y de 0,52
con “software_debugging”. Otro hecho es que las medidas de similitud de 0,48 y 0,52 son mas
significativas que el umbral (0,45), y también que los hechos “td1” y “td12” son diferentes. De este
modo, la base de conocimientos para la interpretacion se construye segin el axioma fof(conjecture,
conjecture, (termBelongsTopic (software, td12))), que es el axioma base para la conjetura
fof(conjecture, conjecture, (termBelongsSeveralTopics (software))). Considerando el término
“software”, el resultado es verdadero porque “software” pertenece a los temas “programacion” y
“depuracion de software” pertenece al tema raiz del tesauro TD.



Tabla 4.20: Axiomas de razonamiento contrafdctico.

Problema: Si el término T tiene una medida de similitud Ms con un tema Tr mayor que el umbral Us, entonces
pertenece al tema raiz del tesauro TD.

Axiomas fof(termBelongsTopic,axiom,(
[T, Tr,Ms,Us, TD] : (
(relationMeasure(T, Tr, Ms, TD) & isGreaterThan(Ms, Us) )
=> termBelongsTopic(T, TD)
)
)
fof(termBelongsSeveral Topics,axiom,(
! [T,TD1,TD2] : (
(termBelongsTopic (T, TD1) & termBelongsTopic (T, TD2) & isDifferent(TD1, TD2))
=> termBelongsSeveralTopics (T)
)
)

Hechos fof(relationMeasurel, axiom, relationMeasure (software, programming, ms0_48, td1) ).
fof(relationMeasure2, axiom, relationMeasure (software, software_installation, ms0_30, td11) ).
fof(relationMeasure 3, axiom, relationMeasure (software, software_debugging, ms0_52, td12) ).
fof(threshold, axiom, threshold = ms0_45 ).
fof(isGreaterThan1, axiom, isGreaterThan(ms0_48 , threshold) ).
fof(isGreaterThan2, axiom, isGreaterThan (ms0_52 , threshold) ).
fof(isDifferent 1, axiom, isDifferent (td1 , td12) ).

Conjeturas  If "SZS status Theorem for FOF term Belongs Topic
fof(conjetura,conjecture, (termBelongsTopic (software, td1) )).
fof(conjetura,conjecture, (termBelongsTopic (software, td12) )).
If "SZS status Theorem for FOF" term Belongs Several Topics
fof(conjetura,conjecture, (termBelongsSeveral Topics(software) )).

4.4.2 Otros Modelos de Conocimiento

Esta seccion es un resumen extenso del trabajo presentado en la seccion 3 del Anexo 4.C, dénde se
presentan dos modelo de conocimiento basado en axiomas dialécticos centrados en el razonamiento
contrafactico y fallo de la presuposicion [59]. Para ello, se analizan los casos de ambigiiedad dialéctica
aplicados a términos de conocimiento y habilidad usando los dos tesauros presentados anteriormente:
DISCO II (para conocimiento) y BLOOM (para habilidad) [61], con el fin de identificar la ambigiiedad
semantica presente para el alineamiento entre términos de competencias y los tépicos en los tesauros.

En el primer caso, abordamos la contradiccion que existe en cuanto a la pertenencia de un término de
conocimiento a un tépico de un tesauro, tomando a DISCO II como tesauro de referencia [60]. Los
axiomas se definen en torno al siguiente problema:

Si el término T tiene una medida de similitud Ms con un tépico Tr mayor al umbral Us, entonces
pertenece al tépico raiz del tesauro TD.

En la Tabla 4.21 se observan los 4 axiomas que lo describen, los cuales estan relacionados entre si, de
tal forma que para que se cumpla un axioma, deben cumplirse los axiomas relacionados. Por ejemplo,
el axioma “terminoPerteneceTopicos” requiere del cumplimiento de los axiomas




“términoPerteneceTopico”, “terminoPerteneceVariosTopicos” y “terminoPerteneceAlgunTopico”. Con
estas relaciones, se describe que un término T pertenece a varios topicos del tesauro si la medida de
similitud es mayor que el umbral establecido.

Tabla 4.21: Axiomas caso 1.

Problema: Si el término T tiene una medida de similitud Ms contra un tépico Tr mayor al umbral Us entonces
pertenece al topico raiz del tesauro.

Axiomas fof(terminoPerteneceTopico,axiom,(
[T, Tr,Ms,Us] : (
( medidaRelacion(T, Tr, Ms) & esMayor(Ms, Us) )
=> terminoPerteneceTopico(T, Tr) ))).
fof(terminoPertenece AlgunTopico,axiom,(
F[T,Tr] : (
( terminoPerteneceTopico(T , Tr) )
=> terminoPertenece AlgunTopico(T) ))).
fof(terminoPerteneceTopicos,axiom,(
[T, Tr1,Tr2] : (
( terminoPerteneceTopico(T , Tr1) & terminoPerteneceTopico(T , Tr2) )
=> terminoPerteneceTopicos(T,Tr1,Tr2) ))).
fof(terminoPertenece VariosTopicos,axiom,(
V[T, Tr1,Tr2] : (
( terminoPerteneceTopicos(T,Tr1,Tr2) )
=> terminoPertenece VariosTopicos(T) ))).

Hechos fof(medidaRelacion1, axiom, medidaRelacion(software, programacion, s0_48) ).
fof(medidaRelacion2, axiom, medidaRelacion(software, depuracion_de_software,
s0_52)).
fof(medidaRelacion3, axiom, medidaRelacion(software, instalacion_de_software,
s0_30) ).
fof(umbral, axiom, umbral = s0_45 ).
fof(esMayor1, axiom, esMayor(s0_48 , umbral) ).
fof(esMayor2, axiom, esMayor(s0_52 , umbral) ).
fof(esMayor3, axiom, esMayor(s0_30, umbral) ).

Conjeturas  Si “SZS status Theorem for FOF” término pertenece al topico
fof(conjetural,conjecture, ( terminoPerteneceTopico(software,programacion) )).

Si “SZS status Theorem for FOF” término pertenece a algin topico
fof(conjetura2,conjecture, ( terminoPertenece AlgunTopico(software) )).

Si “SZS status Theorem for FOF” término pertenece a los dos topicos
fof(conjetura3,conjecture, ( terminoPerteneceTopicos(software,programacion,depuracion_de_software) )).

Si “SZS status Theorem for FOF” término pertenece a varios topicos
fof(conjeturad,conjecture, ( terminoPerteneceVariosTopicos(software) )).

Para el segundo caso, consideramos la ambigiiedad que existe entre términos de habilidades cuando
pertenecen a dos niveles cognitivos distintos, esto se da debido los sin6nimos que tiene un término, y a
los niveles cognitivos que pertenecen estos sinonimos. El tesauro con el cual realizamos este analisis es
con el tesauro BLOOM que se explica en [61], el cual presenta estas contradicciones. Este ejemplo lo
podemos ver en detalles en la seccién 3.2 del Anexo 4.C.



4.4.3 Analisis General

La Logica Dialéctica ofrece una herramienta poderosa para analizar la ambigiiedad inherente a las
descripciones de competencias profesionales en textos digitales, ya que la légica tradicional, con su
enfoque binario de Verdadero o Falso, resulta insuficiente para modelar las multiples interpretaciones
validas que pueden surgir del lenguaje natural en este contexto. Para superar esta limitacién, definir
modelos basados en axiomas dialécticos permiten identificar y analizar contradicciones y
ambivalencias en la descripcién de competencias, abarcando fenémenos como la vaguedad, el fallo de
presuposicion, el razonamiento contrafactico, el discurso ficticio y las declaraciones contingentes sobre
el futuro. Para evaluar la efectividad de los modelos presentados, se utilizaron métricas como la
Completitud, la Robustez y la Entropia que pueden ser revisados en [58, 59]. Los modelos propuestos
buscan mejorar la precisién en la identificacién de conocimientos y habilidades, con aplicaciones en la
educacién, la gestion de recursos humanos y el desarrollo de sistemas de aprendizaje inteligentes.



5 Arquitectura de Meta-Aprendizaje para Modelos de
Aprendizaje Automatico basado en Datos Enlazados

En este capitulo se presenta la construccion de una arquitectura de Meta-Aprendizaje para la
generacion de modelos de Aprendizaje Automatico basado en el paradigma de los Datos Enlazados.
Esta arquitectura lleva a cabo las diferentes tareas de los expertos en datos o cientificos para la
generacion de modelos de Aprendizaje Automatico, quienes se encargan de tareas como la extraccion
de informacién de las fuentes de datos, el procesamiento de datos, la seleccién de los algoritmos de
Aprendizaje Automatico, el ajuste de los hiperparametros de los algoritmos de Aprendizaje Automatico,
entre otras. La estructura del capitulo es la siguiente: La seccion 5.1, en consonancia con la seccion II
del articulo presentado en el Anexo 5.A, describe el disefio de la arquitectura de Meta-Aprendizaje
basado en Datos Enlazados para la generacion automatica de modelos de conocimientos. La seccion
5.2, se basa en la Seccion 4 del articulo presentado en el Anexo 5.B, y presenta la ampliacién de la
arquitectura presentada en la seccién 5.1., introduciendo un nuevo nivel de sofisticacién en la
generacion de modelos de conocimiento y la integracion de nuevas capacidades. Todo esto, gracias a su
Meta-Algoritmo autébnomo que permite automatizar la construccion de modelos de Aprendizaje
Automatico, invocando los diferentes modulos especializados como los de aprendizaje por
transferencia (Transferencia de Modelos, de Parametros y de Datos) y de Generacién de Datos
Sintéticos. La seccién 5.2.1 describe la arquitectura de generacion de caracteristicas usando modelos de
Aprendizaje Automaticos, basandose en la seccién III del articulo presentado en el Anexo 5.C. La
seccion 5.2.2 presenta la arquitectura de generacion de datos artificiales usando Datos Enlazados,
basandose en la seccion II del articulo presentado en el Anexo 5.D y en la seccién III del articulo
presentado en el Anexo 5.E. La seccién 3 presenta varios casos de estudio. Concretamente, la
subseccion 5.3.1 ilustra un caso de estudio de la arquitectura de Meta-Aprendizaje, basado en la
seccion 5 del articulo del Anexo 5.B. La subseccién 5.3.2 presenta un caso de estudio sobre la
generacion de caracteristicas, fundamentado en la seccién IV del articulo del Anexo 5.C. A su vez, la
subseccién 5.3.3 ilustra un caso de estudio centrado en la generacién de datos artificiales, tomando
como base la seccion III del articulo del Anexo 5.D. Finalmente, la seccion 5.4 explora el uso de este
tipo de arquitectura en el contexto de las cadenas de produccion agroindustrial, basada en la seccion 3
del articulo presentado en el Anexo 5.F.

5.1 Arquitectura

Esta seccion presenta un resumen extenso del trabajo presentado en [9], cuyos detalles se encuentran en
la seccion 1II del articulo presentado en el Anexo 5.A. En dicho trabajo, se propone una arquitectura
conceptual que sigue las tres fases propuestas por la metodologia MIDANO [53, 62], que son: en la
fase 1, se identifican las fuentes para la extraccion de conocimiento. En la fase 2, se preparan los datos,
es decir, se procesan los datos disponibles en las fuentes de conocimiento mediante tareas de ingenieria
de caracteristicas, entre otras. Por ultimo, en la fase 3, se implementan diferentes tareas para generar los
modelos de conocimiento requeridos, como la configuracion de técnicas de Aprendizaje Automatico y
la construccion e integracion de modelos de Aprendizaje Automatico. Esta arquitectura se compone de
las siguientes capas (ver Figura 5.1):



KSL: Esta capa almacena y gestiona la informacion sobre los elementos necesarios en los
procesos de Aprendizaje Automatico, como el conjunto de datos a utilizar, las caracteristicas
(conocimiento extraido del conjunto de datos) y los modelos de conocimiento a construir
(hiperparametros, técnicas de aprendizaje, métodos de validacion, entre otros). Se compone
principalmente de fuentes de Datos Enlazados, que proporcionan datos con informacién
semantica. Esta capa se compone del modulo llamado Linked Data Module (LDM).

MKL: Esta capa gestiona todo el conocimiento relacionado con los procesos, tareas y
estrategias para la utilizacion de técnicas de Aprendizaje Automatico para construir modelos de
conocimiento. En concreto, describe todos los elementos que componen el Aprendizaje
Automatico, planifica y organiza los procesos a ejecutar, analiza y evalda las estrategias
utilizadas en los diferentes procesos y/o tareas, y descubre nuevo conocimiento basado en la
experimentacion, entre otros. Esta capa esta compuesta por los modulos de Meta-Learning
(MLM), Meta-Feature (MFM), Meta-DataSet (MDSM) y Meta-Model (MMM).

KML: Esta capa ejecuta y registra todos los procesos de Aprendizaje Automatico. En concreto,
se procesan y enriquecen los conjuntos de datos; se aplica la ingenieria de caracteristicas; se
seleccionan los algoritmos de entrenamiento, los cuales se utilizan para construir modelos de
conocimiento, que se evaliian posteriormente. Esta capa se compone de los modulos de Feature
Engineering (FEM), Tuning (TM), Model Building (MBM) y Model Integration (MIntM).
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5.1.1 Modulos de la arquitectura

En esta seccion se ofrece una descripcién general de los moédulos que componen las capas de la
arquitectura de Meta-Aprendizaje. A continuacion, se presenta el mddulo KSL:

LDM: Este modulo utiliza el paradigma de Datos Enlazados para gestionar la informacion
generada por el MKL y el KML, ofreciendo mecanismos de consulta (leer, crear, actualizar o
borrar triplas) a todos los mddulos de la arquitectura.

Se describen a continuacién los modulos de MKL:



MLM: Este modulo es el encargado de tomar todas las decisiones generales de la arquitectura,
es decir, es el responsable de invocar al resto de mddulos especializados en cada tarea. También
es responsable de recibir y caracterizar el problema a resolver, y de identificar la fuente de datos
que se utilizaran para resolverlo.

MFM: Este modulo se encarga de gestionar el conocimiento sobre las propiedades generales de
las caracteristicas de los conjuntos de datos. En particular, este modulo especifica la
informacion que debe generarse a partir de los conjuntos de datos, como las medidas
estadisticas estandar, la correlacién entre los datos, entre muchas otras.

MDSM: Este mddulo se encarga de gestionar el conocimiento especifico sobre los datos que se
utilizan para generar un modelo Aprendizaje Automatico. Para ello, mantiene un registro que
describe los conjuntos de datos y sus metadatos, como el nimero de instancias, atributos, clases,
autor, fecha de creacion, fecha de modificacién, etc. MDSM utiliza estandares (ontologias y
vocabularios) para representar y describir estos datos. Ademas, también se encarga de
especificar los procesos necesarios para limpiar y transformar un conjunto de datos.

MMM: Este modulo se encarga de gestionar el conocimiento sobre el entrenamiento y
validacion de los modelos de Aprendizaje Automatico. Para ello, guarda todas las caracteristicas
de los modelos de Aprendizaje Automatico con sus reglas y procesos para su creacion. Ademas,
registra todas las validaciones y pruebas realizadas sobre estos modelos, con el objetivo de
comparar sus calidades.

A continuacion, se detallan los médulos de KML.:

5.2

FEM: Este modulo se encarga de preparar el conjunto de datos de entrada adecuado para el
modelo de Aprendizaje Automatico, utilizando como base de conocimiento la informacién que
tiene LDM.

TM: Este modulo se encarga de seleccionar el algoritmo de Aprendizaje Automatico y preparar
su configuracién, utilizando el conocimiento proporcionado por el MLLM sobre experiencias en
ejecuciones anteriores, lo que le permite identificar los algoritmos adecuados para resolver el
problema.

MBM: Este modulo se encarga del entrenamiento y validacion de los modelos de Aprendizaje
Automatico, utilizando como base de conocimiento la informacién proporcionada por TM sobre
la configuracion del algoritmo a utilizar.

MIntM: Este modulo es activado opcionalmente por MLM, cuando se deben integrar los
modelos de Aprendizaje Automatico previamente creados, utilizando técnicas como Bagging,
Boosting, Stacking, entre otras. En concreto, este modulo permite utilizar los modelos basicos
previamente creados como bloques de construccion para disefiar modelos de Aprendizaje
Automatico mas complejos mediante su combinacion. La razon puede ser que estos modelos
basicos no funcionen tan bien por si solos, ya sea porque tienen un sesgo alto (por ejemplo,
modelos de bajo grado de libertad) o porque tienen demasiada varianza para ser robustos (por
ejemplo, modelos de alto grado de libertad).

Ampliacion de la Arquitectura

Esta seccion presenta un resumen extenso del trabajo presentado en [63], y la seccion 4 del articulo
presentado en el Anexo 5.B contiene los detalles completos. Esta investigacion amplia



significativamente el trabajo presentado en la seccién anterior, al optimizar la generacion de modelos
de conocimiento usando un ciclo autonomo de tareas, pero ademas, integra nuevas capacidades. A su
vez, en la seccion 5.2.1 se presentan los detalles sobre la generacion de caracteristicas usando modelos
de Aprendizaje Automaticos, y en la seccion 5.2.2 se presentan los detalles sobre la generacion de datos
artificiales usando Datos Enlazados. Estas ampliaciones se enumeran a continuacion (véase la Figura
5.2):

e El corazon de esta innovacién radica en la implementacion de un Meta-Algoritmo auténomo
que permite automatizar la construccion de modelos de Aprendizaje Automatico, invocando los
diferentes moddulos especializados de forma estratégica, seleccionando las herramientas y
técnicas mas apropiadas (Nuevo modulo de Meta-Technique) para resolver las tareas
especificas a mano. Ademas, incorporando de forma inteligente los nuevos modulos de
aprendizaje por transferencia como Transferencia de Modelos, Transferencia de Parametros y
Transferencia de Datos, asi como y Generacion de Datos Sintéticos.

® A su vez, se ha reorganizado y ampliado KML, lo que permite agrupar caracteristicas similares
en el proceso de Aprendizaje Automatico, facilitando futuras mejoras y ampliaciones de cada
grupo de caracteristicas. Esta capa se ha redefinido en tres nuevos modulos especializados:

I. Dataset Engineering (DEM): Ingenieria de conjuntos de datos (DEM): Responsable de la
preparacion y optimizacion de los conjuntos de datos garantizando que son adecuados para
el andlisis y la modelizacion. Incluye nuevos submoédulos, como Dataset Acquisition,
Dataset Preparation, Data Transfer y Generate Synthetic Data.

II. Feature Engineering (FEM): Dedicado a la creacion y seleccion de caracteristicas
relevantes, que permitiran a los modelos capturar las relaciones subyacentes en los datos. Se
afiladen los submddulos AutoFeature y Feature Generation. Ademas, se integran nuevas
técnicas a los submodulos Feature Extraction y Feature Selection.

III. Model Engineering (MEM): Centrado en el disefio, entrenamiento y evaluacion de
modelos ML, seleccionando la arquitectura y los hiperparametros mas adecuados para cada
tarea. Incluye nuevos submddulos como Model Transfer y Parameter Transfer.
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A. Meta-Algoritmo Auténomo

En la capa MKL, el médulo MLM gestiona la activacion de los diferentes modulos de la arquitectura
mediante un Meta-Algoritmo Auténomo. Este algoritmo guia cada decision y proceso en funcion de las
necesidades especificas de cada tarea y del conocimiento que la arquitectura ha adquirido de tareas
anteriores. La Figura 5.3 presenta el diagrama de flujo que ilustra los principales procesos y decisiones.
El Meta-Algoritmo Auténomo detecta cuando MLM recibe el problema a resolver. Analiza el problema
y lo caracteriza, e invoca al médulo de Dataset Acquisition, solicitando los posibles datasets a utilizar
para el problema caracterizado. Una vez que el conjunto de datos esta disponible, procede a activar el
proceso de Dataset Preparation para normalizar el conjunto de datos. En este punto, el Meta-
Algoritmo Autonomo comprueba si existe un modelo previamente creado con las mismas
caracteristicas y conjunto de datos de entrada (Decision 1). Si el modelo existe, procede a realizar una
transferencia de modelo usando el médulo Model Transfer, y entrega el modelo con su meta-
informacion. En caso contrario, se inicia el proceso de creacién de un nuevo modelo. Para comenzar
con la creacion de un nuevo modelo, se comprueba si existe un modelo con caracteristicas y conjunto
de datos similares (Decision 2). Si existe, se toma el modelo con mejores resultados y se realiza una
transferencia de parametros usando el modulo Parameter Transfer. En ambos casos, el proceso
continia con la tercera decision (Decision 3), en la que se comprueba si el conjunto de datos es lo
suficientemente grande como para crear el nuevo modelo. En este caso, el conjunto de datos se
almacena con su Meta-Dataset. En caso contrario, se comprueba si existe un conjunto de datos similar
en la arquitectura (Decision 4). Si existe, el conjunto de datos se utiliza para realizar una transferencia
de datos usando el moédulo Data Transfer. En caso contrario, el conjunto de datos original se utiliza
para generar datos sintéticos (Generate Synthetic Data). En ambos casos, el conjunto de datos obtenido
se almacena con su Meta-Datos. A continuacion, el Meta-Algoritmo Auténomo procede a activar el
modulo de Feature Engineering para seleccionar, extraer o generar las caracteristicas relevantes para el
problema especifico. Por ultimo, se activa Create Model para ejecutar los procesos Tunning, Model
Building y Model Integration. Al finalizar, el modelo generado se almacena con todas sus
caracteristicas (usando Create Meta-Model), y se entrega con su meta-informacién. Para la creacion de
nuevos modelos sin transferencia previa de conocimientos, se utiliza la informacién proporcionada por
el médulo Meta-Technique. Este modulo se dedica a gestionar de forma inteligente el conocimiento
asociado a las técnicas de aprendizaje disponibles en la arquitectura para diferentes tareas. Asi, facilita
una comprensién mas profunda y una gestién mas eficaz de las técnicas de aprendizaje, incluyendo
valores por defecto para sus hiperparametros, métricas asociadas, entre otros.
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B. Modificacion de KML

Para mejorar la modularidad y la gestion de caracteristicas, KML se ha estructurado en tres médulos
especializados: DEM, FEM y MEM. Estos modulos ofrecen varias ventajas, como una mejor
organizacion de las funcionalidades relacionadas en los procesos de KML, la simplificacién de las
tareas de mantenimiento y la posibilidad de realizar mejoras y ampliaciones especificas.

El nuevo MDE agrupa los procesos asociados a la gestién de conjuntos de datos, ocupandose de su
adquisicion, preparacion, optimizacion y generacion para garantizar su idoneidad en el analisis y
construccion de modelos de conocimiento. El Meta-Algoritmo Auténomo activa estos procesos
(submédulos) con la informacién del MDSM, segun el requerimiento deseado. Entre los submodulos
disponibles se encuentran los siguientes:

Dataset Acquisition [38, 37]: El objetivo de este mddulo es encontrar muestras de datos para el
contexto dado, o recopilar el conjunto de datos proporcionado por el usuario. Cuando se
requiere buscar muestras de datos, se obtienen utilizando mecanismos de busqueda basados en
ML, aprovechando Fuentes de Datos Abiertas (Open Data Sources, ODS) o endpoints, como los
proporcionados oficialmente en paises como Estados Unidos (https://www.data.gov/), Espafia
(https://datos.gob.es/) y Europa (https://data.europa.eu), entre muchos otros.

Dataset Preparation [38, 37]: El objetivo de este modulo es transformar el conjunto de datos
de la muestra en una representacion Optima para los modelos que se van a construir. En este
proceso, los atributos con datos textuales o numéricos que representan un conjunto finito
especifico de categorias o clases se procesan como Datos Categoricos, y los atributos con datos
numéricos y alta varianza se normalizan.

Generate Synthetic Data [38, 37, 64, 65]: El objetivo de este médulo es generar datos
sintéticos a partir de la muestra de datos optimizada. En este proceso, se construye y entrena un
modelo de conocimiento que extrae y aprende automaticamente las caracteristicas de la muestra
de datos. Con este modelo, se generan los datos sintéticos necesarios (mas detalles en la seccion
5.2.2).



Data Transfer [66, 67, 68]: El objetivo de este modulo es transferir datos de un dominio de
origen al dominio de destino. Este enfoque implica medir la similitud entre un dominio de
origen y un dominio de destino, y seleccionar un dominio de origen similar que tenga muchos
mas datos de entrenamiento que el dominio de destino.

FEM concentra los procesos de generacion y seleccion de caracteristicas relevantes a partir de los
datos, lo que permite a los modelos identificar las relaciones subyacentes en los datos. El Meta-
Algoritmo Auténomo activa estos procesos (submodulos) utilizando informaciéon de MFM y MTM.
Dentro del FEM, AutoFeature y Feature Generation son nuevos submodulos, pero ademas, se han
ampliado los submédulos Feature Selection y Feature Extraction.

AutoFeature [69]: Este modulo aplica automaticamente diferentes técnicas de ingenieria de
caracteristicas, como la generacion de caracteristicas basada en redes CNN, donde los datos se
transforman en imdgenes. A continuacion, las imagenes se utilizan como entrada para un
modelo CNN que genera las caracteristicas (mas detalles en la seccion 5.2.1).

Feature Generation [37, 70]: Este modulo aplica técnicas de generacion de caracteristicas
como i. Caracteristica de Interaccion, ii. Caracteristica Polinomial, iii. Caracteristica
Trigonométrica, iv. Creacién de Clusters. y iv. Combinacién de Niveles Raros.

Feature Extraction [37, 71]: Este modulo aplica técnicas de extraccion de caracteristicas como
i. Calculo de caracteristica basada en la media, ii. Calculo de caracteristica basada en la
mediana y iii. Calculo de caracteristica basada en cuartiles.

Feature Selection [37, 72]: Este modulo aplica técnicas de seleccion de caracteristicas como i.
Importancia de la Caracteristica por Permutacion. ii. Eliminacion de Multicolinealidad. iii.
Filtrado por Baja Varianza. Y iv. Seleccion de Caracteristicas usando metaheuristicas como los
Algoritmos Genéticos.

MEM agrupa los procesos (submodulos) asociados al disefio, entrenamiento y evaluacion de modelos
de Aprendizaje Automatico, permitiendo al Meta-Algoritmo Auténomo, con informaciéon de MTM vy
MMM, determinar la arquitectura e hiperparametros 6ptimos para cada tarea. Adicionalmente, ofrece
procesos para la reutilizacién de la informacion de los modelos previamente creados. Los procesos
disponibles se detallan a continuacion:

Create Model [9]: Este modulo se encarga de entrenar y validar los modelos de Aprendizaje
Automadtico, utilizando como base de conocimiento la informacién proporcionada por MLM
sobre la configuracion del algoritmo a utilizar y su respectivo conjunto de datos.

Model Transfer [66, 38, 64]: El objetivo de este modulo es transferir el mejor modelo
construido del dominio de origen al dominio de destino. Para ello, se selecciona el mejor
modelo entrenado del dominio de origen cuando las caracteristicas del modelo de origen son
muy similares a las caracteristicas del modelo de destino. Este modelo sera el que se transfiera.
En segundo lugar, se ajustan las variables del conjunto de datos de destino para que coincidan
con las variables del conjunto de datos de origen, lo que permitira utilizar correctamente el
modelo que se va a transferir. Por ultimo, se entrega el conjunto de datos de destino ajustado
con el modelo de origen transferido.

Parameter Transfer [66, 38, 64]: El objetivo de este m6dulo es transferir los parametros del
mejor modelo construido en el dominio de origen al dominio de destino. Para ello, en primer
lugar, se selecciona el mejor modelo entrenado en el dominio de origen. En segundo lugar, se
transfieren los parametros de este modelo al modelo del dominio de destino para mejorarlo. Los
dominios de origen son aquellos modelos de Aprendizaje Automatico con mayor rendimiento y
cuyos conjuntos de datos sobre los que se ha entrenado tienen una mayor similitud estadistica



con el dominio de destino. El modelo mas similar y mejor es el que se utiliza para transferir
todos sus parametros.

5.2.1 Generacion de Caracteristicas

Este apartado resume el trabajo presentado en [69], cuyos detalles se encuentran en la seccién III del
articulo presentado en el Anexo 5.C. A continuacion, se describe la arquitectura propuesta, denominada
EAFECNN (Explainability Analysis FE-CNN), detallando cada uno de sus mddulos. Esta arquitectura
surge de la necesidad de aprovechar la capacidad de las CNN para la generacion de caracteristicas en
problemas con datos tabulares. Para ello, se implementan dos mecanismos que automatizan la
ingenieria de caracteristicas (véase la Figura 5.4): en primer lugar, la transformacién de datos tabulares
a imagenes (Multidimensional Transformation), que introduce la generacién implicita de caracteristicas
al cambiar la representacién de la informacion; y en segundo lugar, el uso de la capacidad inherente de
las CNN para generar automaticamente caracteristicas relevantes en cada capa (CNN Feature
Generator). Ademas, se incorporan técnicas de analisis de explicabilidad para comprender mejor el
funcionamiento interno del modelo y ofrecer una mayor transparencia en las decisiones tomadas (CNN
Explainability Analysis). Esta combinacion permite una mayor confianza y transparencia en la
generacion de caracteristicas en tareas de Aprendizaje Automatico. Asi, proponemos una arquitectura
compuesta por los siguientes modulos (véase la Figura 5.4): Multidimensional Transformation (MT),
CNN Feature Generator (CNN-FG), y CNN Explainability Analysis (CNN-EA). A continuacién se
describe detalladamente cada médulo.
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Figura 5.4: Arquitectura EAFECNN.

A. Médulo MT

El principal objetivo de este modulo es preparar la muestra de datos de forma 6ptima para su uso en
modelos basados en CNN. Esto implica transformar los datos tabulares en una representacién
multidimensional, concretamente en imagenes sintéticas [73]. Existen varios métodos para realizar esta
transformacion que, en general, se basan en asignar los datos a posiciones o escalas de color especificas
dentro de los pixeles de la imagen. De este modo, las caracteristicas de los datos se representan



visualmente en la imagen sintética. TINTOIib (https://tintolib.readthedocs.io/) es una biblioteca que
proporciona diversos métodos para realizar esta tarea de transformacion, como:

e TINTO: Este algoritmo convierte datos en imagenes mediante la representacion de pixeles
caracteristicos, aplicando métodos de reduccion bidimensional como PCA y T-SNE.

* SuperTML: Este algoritmo asigna cada caracteristica a una region unica dentro de la imagen.
El valor de la caracteristica se representa como texto sobre fondo negro, utilizando un tamafio
de fuente que puede ser fijo o variable en funcion de la importancia de la caracteristica.

e IGTD: Este algoritmo asigna cada caracteristica a una posiciéon de pixel especifica en la
imagen. La intensidad del pixel se utiliza para representar el valor de la caracteristica
correspondiente en la muestra.

¢ REFINED: Este algoritmo tiene en cuenta las similitudes entre las caracteristicas para generar
un mapa de caracteristicas conciso en forma de imagen bidimensional minimizando los valores
de distancia por pares siguiendo un enfoque de escalado multidimensional métrico bayesiano.

e BarGraph: Este algoritmo genera un grafico de barras blancas sobre fondo negro para
representar cada una de las muestras. Cada barra representa una caracteristica normalizada
especifica presente en el conjunto.

* DistanceMatrix: Este algoritmo calcula la matriz de distancias entre las caracteristicas y luego
aplica una normalizacion para establecer una escala blanco/negro entre 0 y 255.

¢ Combination: Este algoritmo combina BarGraph y DistanceMatrix, utilizando una capa de
color diferente de la imagen para cada algoritmo.

La tabla 5.1 muestra el macro-algoritmo MT. Este proceso comienza con la preparacion del conjunto de
datos para garantizar que sean compatibles con el proceso de transformacion (paso 1), ya que solo
admite conjuntos de datos numéricos. Se trata de convertir los valores textuales en valores numéricos
discretos que representen las distintas categorias presentes en los datos (paso 1.1). Por ultimo, en la
etapa 2, se aplica el método de transformacion seleccionado al conjunto de datos preparado. El proceso
de transformacion consiste en convertir cada fila del dataset en una imagen. Las imagenes se agrupan
en carpetas segun las distintas clases objetivas. El resultado final es un conjunto de datos
multidimensional que sera utilizado por el modelo de Aprendizaje Automatico basado en CNN.

Tabla 5.1: Macro-algoritmo del modulo MT que transforma el conjunto de datos para CNN.

Entrada: Dataset de muestra y Método de Transformacién
Procedimiento:

1. Prepara el Dataset para la Transformacion

1.1. Se categorizan los atributos textuales

2. Transforma el Dataset de muestra con el Método de Transformacién
Salida: Dataset Multidimensional

B. Modulo CNN-FG

El objetivo de este modulo es realizar el proceso de generacion de caracteristicas utilizando modelos
basados en CNN. Estos modelos tienen la capacidad de automatizar este proceso, utilizando las capas
iniciales e intermedias del modelo CNN, ya que es en estas capas donde se realiza este proceso. En
concreto, se utiliza un modelo ResNet-50 pre-entrenado (ver Figura 5.5), aprovechando las capas de las
etapas 1 a 5, encargadas de extraer caracteristicas basicas y de bajo nivel de las imagenes, como bordes,
colores y texturas; y descartando las capas siguientes (recuadro rojo), encargadas de aprender



caracteristicas mas especificas y de alto nivel. Al utilizar un modelo preentrenado como ResNet-50, se
aprovecha el conocimiento adquirido a partir de grandes datasets, lo que reduce significativamente el
tiempo y los recursos necesarios para entrenar el modelo en una tarea especifica, ademas de regularizar
y evitar el sobreajuste. Ademas, el modelo preentrenado ya ha aprendido representaciones genéricas de

imagenes a partir de un enorme dataset, lo que lo hace adecuado para esta tarea de generacion de
caracteristicas.
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Figura 5.5: Arquitectura RESNET-50.

La tabla 5.2 muestra el macro-algoritmo CNN-FG. Este proceso comienza cargando el modelo ResNet-
50 que ha sido previamente entrenado utilizando un conjunto masivo de datos de imagenes (Paso 1). En
el Paso 2, se procede a eliminar las capas de clasificacién, que son las capas finales del modelo,
buscando aprovechar el conocimiento adquirido por las capas intermedias del modelo, expertas en
extraer informacion visual relevante. A continuacion, el modelo modificado se utiliza para procesar
cada elemento del Dataset Multi-Dimensional generado por el moédulo anterior, generando una
representacion vectorial de las caracteristicas genéricas presentes en la imagen (Paso 3). Por ultimo, las

caracteristicas generadas se extraen del modelo modificado y se almacenan en el Dataset de
Caracteristicas (Paso 4).

Tabla 5.2: Macro-algoritmo del médulo CNN-FG para generar las caracteristicas.

Entrada: Dataset Multi-Dimensional

Procedimiento:

1. Carga el modelo ResNet-50 preentrenado.

2. Elimina las capas finales del modelo cargado.

3. Procesa el Dataset Multi-Dimensional a través del modelo modificado.
4. Guarda las caracteristicas generadas en el Dataset Optimizado.

Salida: Dataset de caracteristicas

C. Médulo CNN-EA



El objetivo de este modulo es revelar el funcionamiento interno del modelo CNN proporcionando una
representacion visual o textual que detalle el razonamiento que subyace a las decisiones tomadas por el
modelo para cada imagen del conjunto de datos. Esta transparencia en el proceso de toma de decisiones
permite a los usuarios comprender mejor las capacidades y limitaciones del modelo, identificar posibles
sesgos o errores, y generar confianza en sus resultados. Existen varias técnicas de explicabilidad para
llevar a cabo esta tarea, por ejemplo:

* GRADCAM (Gradient-weighted Class Activation Mapping) [74]: Genera un mapa de calor
que resalta las regiones de la imagen que mas contribuyeron a la prediccion del modelo
calculando el gradiente de la puntuacion de clasificacion con respecto a las activaciones de las
caracteristicas convolucionales.

¢ SCORECAM (SCoring by Output RE-CAM) [75]: Genera un mapa de calor que muestra las
ROIs (Regiones de Interés) y sus puntuaciones. Las ROIs son regiones de interés donde mas
influyen en la prediccion del modelo. Para asignarles una puntuacion, se calcula el gradiente de
la funcion de pérdida del modelo con respecto a la activacion de cada ROL.

¢ LAYERCAM (Layer-wise Attention Chain-based Attention Mapping) [76]: Genera un
mapa de activacion visualizando qué partes de las entradas son mas importantes para la
prediccion del modelo, utilizando una cadena de atencion para propagar la atencion desde la
ultima capa de la CNN a las capas anteriores.

¢ GUIDEDBP (Guided Upward Input Deep Back Propagation) [77]: Genera un mapa de
calor, que muestra las regiones que tuvieron mayor impacto en la clasificacién. Se basa en la
idea de modificar el proceso de retropropagacion para identificar las regiones de entrada que
mas contribuyen a la activacion de una neurona especifica.

La Tabla 5.3 muestra el macro-algoritmo CNN-EA, este proceso comienza seleccionando la técnica de
explicabilidad deseada (Paso 1). En el Paso 2, la técnica de explicabilidad seleccionada se aplica a cada
imagen del Dataset Multi-Dimensional, y se genera un informe de las representaciones visuales que
explican como el modelo CNN toma decisiones para cada imagen.

Tabla 5.3: Macro-algoritmo del modulo CNN-EA para analizar el modelo.

Entrada: Dataset Multi-Dimensional y Modelo CNN

Procedimiento:

1. Selecciona la técnica de explicabilidad

2. Genera un Informe de Andlisis de Explicabilidad segun la técnica seleccionada
Salida: Informe del Andlisis de Explicabilidad

5.2.2 Generacion de Datos Artificiales

Esta seccion presenta un resumen extenso de los trabajos presentados en [38, 37], y los detalles se
encuentran en la seccion II del articulo presentado en el Anexo 5.D y en la seccién III del articulo
presentado en el Anexo 5.E. La generacién de datos artificiales implica un conjunto de procesos
complejos que permiten identificar, extraer, transformar y aprender las caracteristicas relevantes del
conjunto de datos a generar. La arquitectura SDGS (Synthetic Data Generation System) logra esto
mediante la combinacion del paradigma de Datos Enlazados para identificar y extraer datos de Internet,
y la técnica VAE para transformar y aprender un modelo con estos datos, de forma que este modelo



pueda utilizarse posteriormente para generar datos sintéticos. Esta arquitectura se compone de los

siguientes mddulos (véase la Figure 5.6) [38]:

e DataSet Acquisition (DSA): El objetivo de este mddulo es encontrar muestras de datos a través
de mecanismos de btisqueda basados en Datos Enlazados, aprovechando ODS o endpoints.

¢ Data Preparation (DP): El objetivo de este modulo es optimizar la muestra de datos. Normaliza
atributos numéricos con alta varianza y procesa datos textuales o numéricos que representan un

conjunto finito especifico de categorias o clases.

e Synthetic Data Generation (SDG): El objetivo de este modulo es generar datos sintéticos
entrenando un modelo de conocimiento basado en VAE, que extrae y aprende automaticamente
las caracteristicas de la muestra de datos optimizada para un contexto determinado.
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Luego, en [37] se amplié el enfoque propuesto (ver Figura 5.7). En primer lugar, afiadiendo dos
procesos al modulo DSA, un primer proceso centrado en el uso de multiples fuentes de datos y un
segundo proceso centrado en la fusiéon de multiples conjuntos de datos. Ademas, se afiade un nuevo
modulo, denominado Feature Engineering (FE), para analizar las caracteristicas de los conjuntos de
datos de muestra que utilizara el SDG, permitiendo la fusiéon de caracteristicas, la extraccion de
caracteristicas y la seleccion de caracteristicas. Por ultimo, el SDG se implementa utilizando la técnica

VAE como generador de datos.
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El objetivo de este mddulo es encontrar muestras de datos para un contexto dado utilizando el
paradigma de Datos Enlazados. La Tabla 5.4 muestra el macro-algoritmo del modulo DSA. Este



modulo comienza analizando el contexto de las muestras de datos requeridas, obteniendo las palabras
clave para buscar las muestras de datos (Paso 1). A continuacion, se invoca el proceso Multi-sources
para buscar los datasets utilizando las palabras clave obtenidas en el paso anterior (Paso 2). Por ultimo,
si se decide fusionar los datasets obtenidos con otro dataset de un contexto asociado (Paso 3), se invoca
el proceso de Multi-datasets (Paso 3.1).

Tabla 5.4: Macro-algoritmo del modulo DSA.

Entrada: Contexto especifico

Procedimiento:

1. Se analiza el contexto de los datos requeridos para obtener las palabras clave de busqueda.

2. Se invoca el proceso Multi-sources para encontrar una Muestra de Datos utilizando las palabras
clave de busqueda

3. Si se fusiona la Muestra de Datos:

3.1 Invocar el proceso Multi-dataset de datos para fusionar la Muestra de Datos con el dataset del
contexto asociado.

Salida: Nuevo dataset

A.1. Proceso Multi-sources en DSA

El objetivo de este proceso es encontrar muestras de datos de diferentes fuentes de datasets. En
concreto, las muestras de datos se obtienen utilizando mecanismos de busqueda basados en Datos
Enlazados, aprovechando el ODS, buscando en cada fuente de dataset registrada en el SDGS vy
seleccionando los datasets de muestra que mejor se ajusten al contexto especifico requerido. Estas
fuentes de datasets son proporcionadas oficialmente por paises/regiones como Europa
(https://data.europa.eu), Espafia (https://datos.gob.es/), Canada (https://open.canada.ca), Estados
Unidos (https://www.data.gov/), y otros. Los metadatos publicados por estas fuentes siguen el estandar
CKAN (https://ckan.org/), que permite realizar consultas utilizando el lenguaje SPARQL. La Tabla 5.5
muestra el macro-algoritmo del Proceso Multi-sources en DSA. Este proceso comienza preparando las
consultas de buisqueda para cada fuente de dataset (Paso 1). A continuacién, se ejecuta cada consulta en
cada fuente de dataset, y se obtiene la lista de posibles datasets (Paso 2). Por tltimo, la lista se ordena
segun el grado de coincidencia con el contexto requerido (Paso 3).

Tabla 5.5: Macro-algoritmo del proceso multisources para buscar muestras de datos.

Entrada: Palabras clave de busqueda

Procedimiento:

1. Prepara las consultas de buiisqueda con las palabras clave de biisqueda para cada fuente de dataset
basandose en el paradigma de Datos Enlazados.

2. La busqueda se ejecuta para cada fuente de dataset y se aflade a la lista de posibles muestras de
datos.

3. Se clasifican y seleccionan las muestras de datos que mejor se ajustan a la bisqueda.

Salida: Muestra de datos

A.2. Proceso Multi-datasets en DSA



El objetivo de este proceso es construir datos de muestra que combinen informacién de diferentes
datasets. En concreto, teniendo un dataset del contexto principal requerido, se busca otro dataset
perteneciente a un contexto asociado al contexto principal. A continuacion, se buscan relaciones entre
las caracteristicas de los datasets; las coincidencias se utilizan como pivotes para la fusion de ambos
datasets. La tabla 5.6 muestra el macroalgoritmo del proceso Multi-datasets en DSA. Este proceso
comienza invocando el proceso Multi-sources para encontrar una Muestra de Datos del Contexto
Asociado (Paso 1). En el Paso 2, busca las similitudes de ambas Muestras de Datos; esta similitud se
basa en el nombre y el tipo de cada caracteristica de la Muestra de Datos Principal y de la Muestra de
Datos del Contexto Asociado. Por ultimo, fusiona la Muestra de Datos Principal y la Muestra de Datos
de Contexto Asociada utilizando las similitudes como pivote (Paso 3), generando una Muestra de Datos
Fusionada.

Tabla 5.6: Macro-algoritmo del proceso multidatasets para fusionar muestras de datos.

Entrada: Muestra de datos principales, palabras clave de bisqueda contextual asociadas

Procedimiento:

1. Se invoca el proceso Multi-sources para encontrar una Muestra de Datos utilizando las Palabras
Clave de Busqueda de Contexto Asociadas.

2. Busca posibles similitudes entre las caracteristicas de la Muestra de Datos Principal y la Muestra de
Datos de Contexto Asociada.

3. Fusione ambas Muestras de Datos usando las similitudes como pivote.

Salida: Muestra de datos fusionada

B. Médulo DP

El objetivo de este mddulo es transformar el dataset de la muestra en una representacién éptima para el
modelo VAE, sabiendo que este tipo de modelo funciona 6ptimamente con datos que oscilan entre [0 y
1] o [-1 y 1], ya sean datos binarios (digitales) o continuos (analogicos). En este proceso, se le
atribuyen datos textuales o numéricos que representan un conjunto finito especifico de categorias o
clases que se procesan como Datos Categoricos, donde los datos numeéricos y de alta varianza se
normalizan. La Tabla 5.7 muestra el macro-algoritmo DP, que comienza analizando el dataset para
determinar los procesos que seran necesarios para cada columna de la muestra de datos (Paso 1). Para
las columnas con datos numéricos o con muchos valores diferentes, procede a normalizarlos (Paso 2).
Para las columnas con datos textuales o numéricos que pueden representarse en categorias o clases,
procede a categorizarlas (Paso 3).

Tabla 5.7: Macro-algoritmo del médulo DP para optimizar la muestra de datos.

Entrada: Dataset de muestra

Procedimiento:

1. Se analiza la muestra de datos.

2. Se normalizan los atributos con datos numeéricos y alta varianza.

3. Se categorizan los atributos con datos textuales y numéricos con valores finitos.

Salida: Muestra de datos preprocesados

C. Médulo FE



El objetivo de este modulo es analizar las caracteristicas del dataset de muestra. Concretamente, analiza
la muestra de datos preprocesados generada por el médulo DP, obteniendo nueva informacién a partir
de las caracteristicas del dataset y seleccionando las caracteristicas que ofrecen méas informacién para el
moddulo SDG. La Tabla 5.8 muestra el macro-algoritmo del modulo FE. Este proceso comienza con el
andlisis del dataset (paso 1). Después, en el paso 1.1, la informacion se agrega aplicando técnicas de
generacion de caracteristicas como i. Caracteristica de Interaccidn, ii. Caracteristica Polinémica, iii.
Caracteristica Trigonométrica, iv. Creacion de Clusters, v. Combinacion de Niveles Raros. En el paso
1.2 se afiade informacion aplicando técnicas de extraccion de caracteristicas como i. Calculo de
caracteristica basada en la media, ii. Calculo de caracteristica basada en la mediana y iii. Calculo de
caracteristica basada en cuartiles. Por tltimo, en el paso 1.3, selecciona las caracteristicas que ofrecen
mas informacion, aplicando técnicas de Seleccion de Caracteristicas como i. Importancia de la
Caracteristica por Permutacion. ii. Eliminacion de Multicolinealidad. iii. Filtrado por Baja Varianza. Y
iv. Seleccion de Caracteristicas usando metaheuristicas como los Algoritmos Genéticos.

Tabla 5.8: Macro-algoritmo de FE para mejorar la muestra de datos.

Entrada: Muestra de datos preprocesados

Procedimiento:

1. Analiza la Muestra de Datos Preprocesada:

1.1. Afade nueva informacién generada a partir de sus caracteristicas
1.2. Afiade nueva informacién extraida de sus caracteristicas.

1.3. Seleccionar las caracteristicas que aportan mas informacion.
Salida: Muestra de datos mejorada

D. Médulo SDG

El objetivo de este modulo es generar los datos sintéticos a partir de la muestra de datos optimizada en
el modulo anterior. En este proceso, se construye y entrena un modelo de conocimiento que extrae y
aprende automaticamente las caracteristicas de la muestra de datos utilizando VAE. La Tabla 5.9
muestra el macro-algoritmo SDG, el proceso comienza configurando y construyendo el modelo de
conocimiento que aprendera las caracteristicas latentes en la muestra de datos (Paso 1). En el Paso 2 se
procede a entrenar el modelo de conocimiento utilizando VAE y la muestra de datos. Por ultimo, se
genera el dataset sintético utilizando el modelo de conocimiento previamente creado y entrenado (Paso
3).

Tabla 5.9: Macro-algoritmo de SDG para la generacion de datos sintéticos.

Entrada: Muestra de datos mejorada

Procedimiento:

1. Se construye el modelo de conocimiento con la configuracion deseada.

2. Se entrena el modelo de conocimiento que representa la muestra de datos.
3. Se genera el dataset sintético con el modelo de conocimiento.

Salida: Dataset sintético




5.3 Casos de Estudio

El presente apartado detalla, en la seccion 5.3.1, un caso de estudio demostrativo de la activacion de los
modulos de la arquitectura mediante el Meta-Algoritmo Autonomo. Posteriormente, las secciones 5.3.2
y 5.3.3 presentan casos de estudio enfocados en la generacion de caracteristicas y en la generacion de
datos, respectivamente.

5.3.1 Caso 1: Meta-Algoritmo Autonomo

Esta seccion presenta un resumen del trabajo referenciado en [63], cuyos detalles se encuentran en la
seccion 5 del articulo presentado en el Anexo 5.B. El caso de estudio se centra en la informacién
recogida en Café Galavis (Cucuta, Colombia). Este caso de estudio muestra el proceso de activacion de
los mddulos de la arquitectura, guiados por el Meta-Algoritmo Auténomo y basados en los
requerimientos de Café Galavis, para generar modelos de conocimiento que resuelven diferentes
problemas. En concreto, nuestra arquitectura ejecuta determinados grupos de pasos en funcién de los
requerimientos y la informacién del entorno. La Figura 5.8 muestra estos pasos que se utilizaran en los
experimentos: 1) Transferencia del Modelo, 2) Transferencia de Parametros, 3) Creacion del Modelo,
4) Transferencia de Datos y 5) Generacién de Datos Sintéticos.
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Figura 5.8: Grupos de pasos del meta-algoritmo auténomo.

En este caso de estudio se realizan 5 experimentos, los cuales se llevan a cabo de forma secuencial y
cada uno de ellos se basa en los resultados de los anteriores, lo que permite una retroalimentacion
progresiva del sistema. Los experimentos muestran la dinamica de activacién de las distintas partes del
Meta-Algoritmo en la arquitectura. Para ello se utiliza la herramienta de trazabilidad implementada en
la arquitectura, que facilita la visualizacion secuencial de las decisiones tomadas y los conjuntos de



pasos activados en cada instante de la ejecucion. Ahora bien, en esta seccioén solo detallaremos el
primer experimento, el resto se puede consultar en la seccion 5 del articulo presentado en el Anexo 5.B.

El experimento 1 se dedica a evaluar la activacion de los mddulos de Generacion de Datos Sintéticos
(Paso 5) y Creacion de Modelos (Paso 3) solicitando un modelo No Supervisado/Clustering a partir del
archivo Filel.csv (compuesto por 1.286 registros que incluye caracteristicas como método de
procesado, variedad de semilla, aroma, sabor, acidez, cuerpo, uniformidad, dulzor y humedad, y otros).
Ademas, hay que considerar el estado inicial que la arquitectura mantiene para la gestion del proceso
de Meta-Aprendizaje. Esta informacion se estructura en tablas que contienen el Meta-Modelo (modelos
previamente entrenados), Meta-Dataset (caracteristicas de los datasets) y Meta-Técnica (algoritmos de
Aprendizaje Automatico), los cuales se pueden consultar en la seccion 5.1 del articulo presentado en el
Anexo 5.B.

La Figura 5.9 presenta la trazabilidad de la ejecucion del Meta-Algoritmo para resolver esta peticion.
El primer paso es Init (siempre llamado en todas las ejecuciones), que activa los procesos Dataset
Acquisition y Dataset Preparation. El proceso Datasets Acquisition comprueba si se ha suministrado
un dataset de entrada o si hay que buscarlo con Datos Enlazados. En este caso, se ha suministrado el
dataset de entrada. A continuacion, se activa el modulo Datasets Preparation para normalizar las
variables. Entonces, como no hay modelos creados previamente para Unsupervised/Clustering en la
tabla Meta-Model (Ver Tabla 3 en la seccion 5.1 del Anexo 5.B), las decisiones 1 y 2 resultaron en
“No” (ver Figuras 5.8 y 5.9). En la decision 3, se rechazo la generacion del modelo porque no se
alcanz6 el umbral minimo de 2000 registros. Por tltimo, en la decision 4, el resultado es «No» debido a
la ausencia de datasets muy similares en la Tabla de Meta-Datasets (Ver Tabla 2 en la seccién 5.1 del
Anexo 5.B). Por lo tanto, se decidi6 generar datos sintéticos activando el modulo Generate Synthetic
Data para completar el dataset (Paso 5 en la Figura 5.8) y, posteriormente, realizar la activacion de
Feature Engineering, para finalmente, crear modelo usando el médulo Create Model (Paso 3 en la
Figura 5.8). El modulo Generate Synthetic Data emplea un VAE para generar datos sintéticos a partir
de conjuntos de datos dispersos. La VAE aprende una representacion latente comprimida de los datos
de entrada, capturando sus caracteristicas mas relevantes. A continuacion, utiliza esta representacion
para generar nuevos datos que siguen una distribucion similar a la de los datos originales. Para una
comprension mas detallada del proceso, se recomienda revisar la seccion 5.2.2.
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Decision 1: No

Decision 2: No

Decision 3: No

Decision 4: No

Process 5: Return synthetic datasets

Process 3: Create and return the model

D 7

DESCRIPTION Coffee Bean Quality
TYPE predictive

ID_MT 6

TYPE_TECHNIQUE  unsupervised/clustering

Figura 5.9: Trazabilidad de la busqueda de un modelo para el experimento 1.

Ademas, como en este experimento no hubo transferencia de modelos ni de parametros, el Meta-
Algoritmo Auténomo busco en la tabla de Meta-Técnicas (ver Tabla 1 en la seccion 5.1 del articulo
presentado en el Anexo 5.B) las posibles técnicas de Aprendizaje Automatico para resolver el problema
de Unsupervised/Clustering. Esto generd la creacion de un modelo con cada una de las tres técnicas
encontradas, que se afiadieron a la Tabla de Meta-Modelos (ver Tabla 5.10).

Tabla 5.10: Modelos aniadidos en la tabla de Meta-Modelos de la arquitectura.

Id_MM Tipo Id_MT P1, P2, Pn VD1...VDn Meétrica Id_MD
. Aroma, Sabor, Retrogusto, . .
MM 05 | Nosupervisado/ |y 0 K=2 Acidez, Cuerpo, Equilibrio, | SiPouette | Filel
Agrupacién . : index=0.62
Uniformidad.
No supervisado/ K=4, Distance technique= Aroma, Sabor, Retrogusto, silhouette Filel
MM_06 PEIVISe MT_07 Euclidean, distance Acidez, Cuerpo, Equilibrio, . _ e
Agrupacion L . : index=0.57
calculation=max,. Uniformidad.
. Epsilon (eps) = 5 and Aroma, Sabor, Retrogusto, _ .
MM_07 No supew1§iido/ MT_06 | Minimum Points (minPts): | Acidez, Cuerpo, Equilibrio, DBCV = Filel
Agrupacion . . 0.93
5. Uniformidad.

Finalmente, el Meta-Algoritmo Auténomo responde con el mejor modelo alcanzado (ver Tabla 5.10).
La Figura 5.10 muestra el mejor rendimiento (Métricas) alcanzado utilizando DBScan con 0,9315
(DBCV), muy proximo a uno. Este modelo clasificé la calidad del café en tres grupos: baja, media y

alta.
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Traceability
4] 7
DESCRIPTION Coffee Bean Quality
TYPE predictive
1D_MT 6

TYPE_TECHNIQUE  unsupervised/clustering

PARAMETERS {"algorithm": "auto”, "eps": 0.5, “leaf_size": 30, "metric": "euclidean”, "metric_params": null, "min_samples": 5, "n_jobs": -1, "p": null}

METRICS {"DBCV": 0.9315999746322632, "Calinski-Harabasz™ 1451.3319, "Davies-Bouldin": 0.5506, "Homogeneity": 0, "Rand Index™ 0, "Completeness™: 0}
ID_MD file1

FEATURES [["Aroma”, "Sabor”, "Regusto”, "Acidez", "Cuerpo®, "Balance", "Uniformidad”], ["float64”, "float64", "float64”, "float64”, "floate4”, "float64”, "floats4"]]
TARGETS

Figura 5.10: Resultado del experimento 1 utilizando DBScan.

5.3.2 Caso 2: Generacion de Caracteristicas

Este escenario surge cuando la Arquitectura de Meta-Aprendizaje requiere la aplicacion de ingenieria
de caracteristicas, especificamente, la generacién de caracteristicas a partir de los datasets. La seccion
IV del articulo [69] presentado en el Anexo 5.C realiza una descripcion detallada. El contexto en el que
se desarrolla este caso de estudio se centra en la generacion de caracteristicas de un dataset clasico
utilizado en muchos articulos, que permite la clasificacién multiclase a partir de 150 instancias con 4
caracteristicas (SepalLength, SepalWidth, PetalLength y PetalWidth) y una variable «Species» con 3
clases (Setosa, Versicolor y Virginica), para clasificar las especies de la planta Iris.

Como este generador trabaja con un modelo CNN, el primer paso para optimizar el dataset es
transformarlo en imagenes. Para ello, se utilizan los métodos disponibles en la libreria TINTOlib de
Python (ver seccion 5.2.1.A), estos métodos en general asignan los datos a posiciones o escalas de
color especificas dentro de los pixeles de la imagen generada. La figura 5.11 muestra las
transformaciones a imagenes aplicadas a la primera instancia del conjunto de datos (SepalLength=5,1,
SepalWidth=3,5, PetalLength=1,4, PetalWidth=0,2 y Species=1) utilizando todos los métodos
disponibles en dicha libreria. Las transformaciones se presentan de izquierda a derecha y de arriba
abajo, en el orden siguiente de los métodos: TINTO, SuperTML, IGTD, REFINED, BarGraph,
DistanceMatrix y Combination.
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Figura 5.11: Transformaciones de la primera
instancia del dataset mediante TINTOlib.

Luego, se <carga el modelo preentrenado ResNet-50 de la biblioteca PyTorch
(https://pytorch.org/vision/stable/models.html), se eliminan las capas de clasificacion, y se afiade una
capa de aplanamiento para vectorizar la salida. Finalmente, utilizando el modelo modificado y el
conjunto de datos multidimensional (imagenes) obtenido en el paso anterior, se procede a generar la
representacion vectorial de las caracteristicas. Cabe destacar que este modelo genera 2048
caracteristicas para cada imagen, debido a que la capa intermedia final del modelo tiene esa cantidad de
neuronas de salida (ver figura 5.12). Estas caracteristicas son el producto de las capas convolucionales.
Las primeras capas convolucionales identifican elementos de bajo nivel, como bordes y texturas, y a
medida que la informacion progresa, se detectan caracteristicas cada vez mas complejas y abstractas.

Asi, el resultado es una representaciéon compacta y de alto nivel de la informacién relevante extraida de
la entrada original.

x@ x1 X2 X3 x4 ... x2044 x2045 x2046 x2047 Class

0 ©.375542 0.475885 0.458746 ©0.437844 0.578186 .. 0.430306 ©.334730 ©.421343 0.309855 1

1 ©.366351 0.508071 0.468319 0.448030 ©.568871 0.460284 ©0.323036 0.418428 0.322821 1

2 ©.345320 0.470540 0.467325 ©0.417580 0.567802 0.443132 ©0.360291 0.418604 ©.352692 1

3 ©.353170 0.519243 0.485133 ©0.407714 0.569125 0.412885 ©0.329373 0.410133 ©.312192 1

4 ©.376448 0.467801 0.461052 ©.436512 0.567671 0.428124 ©0.360698 ©0.403952 ©.315482 1
145 ©.351755 0.561540 0.450292 0.423473 0.536662 0.458759 0.315500 ©0.471180 ©.343557 3
146 ©.326104 0.535177 0.451778 ©0.430014 ©0.580830 0.451719 ©0.271245 0.475145 ©.339071 3
147 ©.333834 0.523492 0.429271 ©0.410115 0.585526 0.430730 ©.311838 0.467074 0.333061 3
148 ©.362585 0.542986 0.431546 ©0.346176 0.482921 0.432381 ©0.323366 0.442343 ©.322393 3
149 ©.357758 0.568827 0.453046 0.421222 0.599692 0.406421 ©0.334119 0.474076 0.282702 3

Figura 5.12: Caracteristicas generadas por cada imagen pasada por el modelo CNN-FG.

5.3.3 Caso 3: Generacion de Datos Artificiales

El presente escenario surge ante la necesidad de la Arquitectura de Meta-Aprendizaje de recurrir a la
generacion de datos artificiales. Esta necesidad se manifiesta cuando los datos disponibles son
insuficientes para construir y entrenar eficazmente un modelo de Aprendizaje Automatico. A
continuacion, se ofrece un resumen del trabajo descrito en [38], cuyos detalles se encuentran en la
seccion III del articulo presentado en el Anexo 5.D. El contexto en el que se desarrolla este caso de
estudio se centra en la gestion energética de redes inteligentes. En este caso es necesario generar
conjuntos de datos sintéticos para diferentes tareas con las caracteristicas de la muestra de datos. Para
ello, se utiliza un modelo VAE, con los siguientes parametros: i) original_dim: nimero de neuronas de



entrada o dimension de los datos de entrada, ii) intermediate_dim: niimero de neuronas en la capa
oculta intermedia, tiene un valor por defecto: 256. iii) latent_dim: nimero de neuronas en el espacio
latente, valor por defecto: 100. iv) batch_size: tamafio del lote, valor por defecto: 100, v) epochs:
nimero de epochs, valor por defecto: 50, vi) epsilon: desviacion estandar del tensor, valor por defecto:
0.5. Con esta informacion, se definen los valores de los parametros para configurar el modelo de
conocimiento que permitira generar los datos sintéticos (ver Figura 2 en la seccion III del articulo
presentado en el Anexo 5.D).

Finalmente, se entrena el modelo y se genera el conjunto de datos con N registros utilizando el modelo
entrenado. La Figura 5.13 muestra parcialmente el conjunto de datos generado utilizando el modelo de
generacion aprendido, concretamente, cuatro registros en los que cada columna es una variable
diferente.

print(model.data generate(4))

[[0.49952593 0.49189085 0.50488687 ... 0.48032427 0.5206242 0.5003404 ]
[0.48942506 0.47716582 0.5042785 ... 0.48819405 0.5360801 ©.49854395]
[6.5010928 ©.4956892 ©.5165934 ... 0.47339827 0.5332263 ©0.49898785]
[0.5035304 0.49954575 0.4980771 ... 0.46986866 0.5088126 ©.50419647]]

Figura 5.13: Generacion de datos sintéticos.

5.4 Entorno de Meta-Aprendizaje ACODAT

Esta seccién presenta un resumen extenso del trabajo presentado en [78], cuyos detalles se encuentran
en la seccion 3 del articulo presentado en el Anexo 5.F. En este trabajo hace uso de la Arquitectura de
Meta-Aprendizaje para la creaciéon automatica de los modelos de conocimiento para ACODAT
(Autonomous Cycles of Data Analysis Tasks). El mecanismo de Meta-Aprendizaje ayuda a ACODAT a
aprender a adaptarse rapidamente a nuevos escenarios, usando informacion como las fuentes de datos,
pero ademas, las meta-caracteristicas y los meta-modelos ya definidos.

5.4.1 Sistema Arquitectonico ACODAT

La figura 5.14 muestra la estructura general del marco propuesto. Esta arquitectura utiliza una base de
conocimientos que incluye informacion sobre los modelos de conocimiento almacenados previamente
en ella, asi como los datasets y los hiperpardmetros de las técnicas utilizadas para construirlos. Cuando
es necesario construir un nuevo modelo para un nuevo dataset, el sistema compara la similitud del
nuevo dataset con los datasets existentes en el marco para decidir el procedimiento a seguir. En
concreto, las opciones son utilizar un modelo existente si el nuevo dataset es muy similar al utilizado
para construir el modelo, utilizar solo los parametros si son algo similares, y construir un nuevo modelo
0 generar datos sintéticos si no son muy similares. Asi, esta arquitectura permite reutilizar
conocimientos previos e integrar nuevos conocimientos. A continuacion se describen brevemente los
modulos de la arquitectura:



¢ Management Module: Este modulo gestiona la base de conocimientos, que consta de una tabla
de metamodelos, una tabla de metadatos y una tabla de metatécnicas. Cada modelo de
conocimiento del metamodelo esta vinculado a un conjunto de datos (en los metadatos) y a la
técnica de Aprendizaje Automatico (en las Meta-Techniques) utilizada para crearlo. Ademas, el
metamodelo almacena las métricas de calidad del modelo y otros datos relevantes. Los
metadatos contienen detalles sobre los conjuntos de datos, como sus atributos y ubicacién. Las
metatécnicas almacenan informacion sobre las técnicas de Aprendizaje Automatico, incluidos
los valores 6ptimos de sus parametros.

e ACODAT Module: Cuando se recibe un nuevo requisito para construir un modelo de
conocimiento sobre un conjunto de datos, se activa este modulo. En primer lugar, extrae
caracteristicas del dataset entrante. A continuacion, compara el nuevo dataset con los datasets
anteriores que se han utilizado para construir modelos de conocimiento previos, para generar
una clasificacion de similitud.

¢ Adaptation Module: El moédulo de adaptacion toma decisiones basadas en el ranking de
similitud. Basandose en este ranking, el mddulo puede decidir varias cosas: realizar una
transferencia de modelo (reutilizarlo) si son muy similares, realizar una transferencia de
parametros (reutilizar los parametros de las técnicas) si son algo similares, realizar una
transferencia de datos (si no son muy similares), o generar datos sintéticos (en estos dos ultimos
casos, si al nuevo conjunto de datos le faltan datos). En todos los casos, se construye un nuevo
modelo con el nuevo conjunto de datos y se invoca el médulo de gestion.

Management Module ] ACODAT Module

Meta Techniques

. —* Decision Observation

Meta Dataset Meta Models

— ——
= E Search Model

Fy

Adaptation Module

Select Parameter TL

Meta Model [¢ |
Model TL
Create Create
Meta Model Model

No

Create Meta
Dataset Data TL

Generate
T Synthetic
Data

Figura 5.14: Nueva arquitectura MTL ACODAT.

El médulo ACODAT utiliza un ciclo autonomo para guiar el proceso de optimizacion de la creacion de
los modelos que se instancian, garantizando la seleccién de los recursos (modelos, técnicas o datos,
segun el tipo de transferencia que se vaya a realizar) para adaptar el ACODAT. En la seccion siguiente,
se detallara las tareas del médulo ACODAT y su impacto en la arquitectura general.



A. Tareas del modulo ACODAT

El médulo ACODAT se encarga de supervisar la ejecucién de los demas médulos del framework, pero
también, del ACODAT que se esta adaptando. Cuando se activa este modulo, se ejecuta un macro-
algoritmo que comienza con la tarea Observacion, que supervisa y recopila datos e informacion del
sistema o entorno que se esta supervisando (informacién sobre los metadatos, las metatécnicas y los
metamodelos), pero también sobre el ACODAT que se esta supervisando (tareas que se estan
ejecutando, técnicas y conjuntos de datos utilizados, etc.). A continuacidn, la tarea Analisis lleva a cabo
los procesos destinados a interpretar y comprender los datos recogidos para diagnosticar lo que esta
sucediendo en el contexto supervisado, especialmente, sobre las necesidades de adaptacion a nivel de
cada tarea del ACODAT supervisado. Por ultimo, se activa la tarea Decision, que en este caso implica
acciones encaminadas a construir los modelos de aprendizaje para el ACODAT que se esta
instanciando. En este caso, invoca al médulo de adaptacién para determinar qué tipo de transferencia
(de modelos, datos, entre otros) realizar para cada tarea del ACODAT supervisado. Finalmente, este
modulo, al ser un ciclo autbnomo, observa el comportamiento del ACODAT que se esta instanciando
para optimizarlo (los resultados de los modelos de aprendizaje son revisados nuevamente en las tareas
de Observacion y Analisis, iniciando una nueva iteracion del ciclo).

5.4.2 Caso de estudio

Esta seccién presenta un resumen del trabajo presentado en [78], cuyos detalles se encuentran en la
seccion 4 del articulo presentado en el Anexo 5.F. La arquitectura ACODAT se implementd en la
empresa Café Galavis. El ACODAT se disefi6 para automatizar el proceso de producciéon de esta
empresa y estd compuesto por las siguientes tareas:

* Tarea 1. Cantidad de insumos a transformar: Analiza diversos aspectos como la evolucién
histérica y los usos de la materia prima para generar el producto (la semilla, en este caso).
Requiere un modelo de diagnéstico para determinar la materia prima y la cantidad a
transformar.

e Tarea 2. Calidad de los insumos para el proceso: Mediante esta tarea se establece la calidad de
estos insumos, en funciéon de factores como las practicas culturales y los servicios de
almacenamiento y transporte. En esta tarea se utiliza un modelo predictivo para determinar esta
calidad.

e Tarea 3. Método de procesamiento a utilizar: La identificacién de los factores relacionados con
el método de procesamiento del café, como el secado natural, el lavado natural, el secado
mecanico y la seleccion automatica o manual, es la funcion principal de esta tarea. En esta tarea
se utiliza para ello un modelo de clasificacion.

Este modulo comienza activando sus tareas Observation y Analysis. La tarea Observation recoge datos
e informacion de la arquitectura y del ACODAT supervisado. A continuacion, la tarea Analysis analiza
el ACODAT que se va a adaptar, especificando los tipos de tareas de anélisis de datos que lo componen
y las fuentes de datos que se van a utilizar para adaptar el ACODAT, entre otras cosas (véase la Tabla
5.11, con los resultados de esta tarea).



Tabla 5.11: Resumen de las tareas del ciclo autonomo supervisado.

Tipo de

Tar Ti Técni D r
area Modelo po de Técnica ataset a usa
. p . L. . Filel.csv: aroma, sabor, acidez, cuerpo, uniformidad
1. Calidad del grano de café Diagnostico No supervisado . P y
otras variables.
2. Disminucién del gran . . File2.csv: T ncogimien
sminucion del grano Predictivo Supervisado e2.csv: peso crudo, peso tostado, encogimiento,

en el proceso de tostado. humedad ambiental, densidad, color y otras variables.

Filel.csv: método de transformacion, variedad de semillas,
Clasificacion Supervisado aroma, sabor, acidez, cuerpo, uniformidad, dulzor y
humedad, entre otras variables.

3. Método de
procesamiento del café

Luego, se ejecuta el médulo Adaptation, que es el encargado de construir los distintos modelos (ver
seccion 4 del Anexo 5.F). En la Tabla 5.12 se detallan los resultados y las métricas de los mejores
modelos construidos para cada tarea (ver tabla 5.11). Finalmente, el médulo ACODAT verifica la
calidad de los nuevos modelos como resultado del modulo Adaptation.

Tabla 5.12: Resultado de los mejores modelos construidos para cada tarea del ciclo autonomo
supervisado.

Tarea ID_Modelo Algoritmo Métrica Dataset usado
1. Calidad del grano de café 6 DBScan DBCV=0.9 Filel.csv
2. Disminucién del grano en el 8 Gradient Boosting R2=0.9547, MAE=0.04, File2 csv
proceso de tostado. Regressor RMSE=0.19
Accuracy=0.9217,
3. Método de procesamiento del café 3 Rar(ljtig;rslifljz;est Pii?;%;g'gé%’éh Filel.csv

F1=0.9224




6 Conclusiones y Trabajos Futuros

6.1 Conclusiones

La presente investigacion ha abordado la generacion de conocimiento en Ambientes Inteligentes
mediante la integracion de Datos Enlazados con mecanismos de Aprendizaje Automatico, Meta-
Aprendizaje y Logica Dialéctica. Se parti6 de la necesidad de superar la falta de una estructura
semantica en la Web y la complejidad de explotar inteligentemente el conocimiento en Aml,
especialmente en presencia de informacién inconsistente o ambigua. La investigacién se propuso
definir una arquitectura computacional que integrara estas capacidades para la generacion y explotacion
de conocimiento en Aml.

En primer lugar, se present6é una ampliacion del middleware MiSCi con una capa de Datos Enlazados.
Esta capa, guiada por la metodologia MEDAWEDE, permite identificar, describir, conectar, relacionar
y explotar grandes volumenes de datos generados por sensores, usuarios y aplicaciones en una ciudad
inteligente. Esta capa automatiza el enriquecimiento semantico y la explotacion de los datos usando el
paradigma de Datos Enlazados mediante cuatro agentes especializados. El Agente ILDA se encarga de
la extraccion, curacion y modelado de la informacion generada por los propios agentes de MiSCi,
enriqueciéndola con contexto y ontologias. Asi mismo, el Agente ELDA realiza una funcién similar
para datos provenientes de fuentes exteriores como redes sociales. El Agente LDIA se dedica a vincular
la informacién enriquecida por ILDA o ELDA con otros conjuntos de datos, para luego publicarlos
como Datos Enlazados. Finalmente, el Agente LDKA ofrece mecanismos para explotar el conocimiento
vinculado a estos datos, proporcionando capacidades avanzadas como analisis semantico, manejo de
ambigiiedad, recomendacion de informacién, generacion de modelos de Aprendizaje Automatico, y
aprendizaje de ontologias. Ademas, se propuso una arquitectura para la generacion automatica y
enriquecimiento de ontologias emergentes (AOGS). Esta arquitectura permite crear y poblar ontologias
con conocimiento del dominio y vincularlas con fuentes externas de Datos Enlazados, facilitando la
construccion de bases de conocimiento semanticamente ricas para contextos especificos.

En segundo lugar, se desarroll6 un Sistema de Recomendacién Hibrido (HRS) capaz de integrar l6gica
descriptiva/dialéctica con Datos Enlazados. Este sistema es capaz de resolver situaciones con
informacion inconsistente o ambigua, lo que representa un avance significativo frente a los sistemas de
recomendacion tradicionales. Su arquitectura se compone de dos motores de razonamiento y cinco
gestores de informacion. Dentro de los motores de razonamiento se encuentra DeLE y DiLE. DeLE
explota diversas fuentes de Datos Enlazados mediante consultas basadas en tripletas. DiLE responde
mediante consultas construidas como conjeturas sobre modelos de 16gica de primer orden, detectando y
razonando en estados de ambigiiedad o inconsistencia. En cuanto a los gestores de informacién, VM
identifica y selecciona los vocabularios y ontologias necesarios para procesar las peticiones,



apoyandose en el QM para extraer nuevo conocimiento si es preciso. QM prepara y genera las
consultas para DeLE (basadas en tripletas) y para DiLE (basadas en conjeturas). ConM se encarga de
transformar los datos para permitir el intercambio de informacién entre los razonadores. RM fusiona y
filtra la informacion obtenida por los razonadores, validando y clasificando las recomendaciones.
Finalmente, CM es el responsable de todas las decisiones del HRS, orquestando la invocacién de los
gestores y razonadores, utilizando meta-razonamiento para verificar consultas, identificar conceptos,
extraer conocimiento y filtrar recomendaciones. Esta integracion permite la extraccion semantica, la
verificacion y el filtrado de recomendaciones en escenarios complejos como el diagnéstico médico o la
evaluacion de competencias profesionales. Asimismo, se demostr6 como la Légica Dialéctica permite
modelar y razonar sobre fendmenos como la vaguedad, declaraciones contingentes sobre el futuro,
discurso ficticio, fallos de presuposicién y razonamiento contrafactico en el contexto de las
competencias profesionales, lo que es crucial para comprender el significado real de las competencias
en perfiles digitales.

Por ultimo lugar, se disefio una arquitectura de Meta-Aprendizaje para la generacion de modelos de
Aprendizaje Automatico basada en Datos Enlazados. El aspecto mas innovador es la implementacion
de un Meta-Algoritmo Auténomo que automatiza la construccion de modelos Aprendizaje Automatico,
seleccionando las técnicas y herramientas mas apropiadas e integrando capacidades avanzadas. Esta
arquitectura tiene cuatro modulos especializados que orquestan el proceso completo. El modulo de
ingenieria de conjuntos de datos (DEM) se encarga de la preparacion y optimizacion de los conjuntos
de datos. El modulo de ingenieria de caracteristicas (FEM) se dedica a la creacion y seleccion de
caracteristicas relevantes. Existe un modulo especifico para la generacion de caracteristicas con CNNs
(EAFECNN), donde datos tabulares se transforman en imagenes que son insumo para las CNNs.
Finalmente, el Modulo de ingenieria de modelos (MEM) se centra en el disefio, entrenamiento y
evaluacion de modelos de Aprendizaje Automatico. Ademas, integra de forma inteligente mecanismos
de aprendizaje por transferencia (de modelos, pardmetros y datos) y la generaciéon de datos sintéticos
(utilizando VAE en la arquitectura SDGS). También, se ilustr6é su aplicacion en la optimizacion de
cadenas de produccion agroindustrial, demostrando su capacidad para adaptarse rapidamente a nuevos
escenarios y construir modelos de conocimiento eficientes.

Esta arquitectura fue extendida para la creacion automética de modelos de conocimiento para
ACODAT, facilitando su adaptacién rapida a nuevos escenarios en contextos como la automatizacion
de cadenas de produccion agroindustrial. Esto se logra mediante la adicion de un ciclo autbnomo que
supervisa la ejecucién de sus moédulos a través de tareas como la Observacién (recopila datos del
sistema y del ACODAT supervisado), el Analisis (interpreta los datos para diagnosticar necesidades de
adaptacion) y la Decisién (construye modelos de aprendizaje y determina el tipo de transferencia de
conocimiento a realizar, como de modelos o datos).

La validacion de las arquitecturas y mecanismos propuestos en esta tesis se ha llevado a cabo mediante
diversos casos de estudio practicos y simulados, demostrando su aplicabilidad y robustez en escenarios
complejos de Aml. En el capitulo 3, la ampliacion del middleware MiSCi con una capa de Datos
Enlazados se ejemplifico en un escenario de ciudad inteligente, abordando la gestion de alarmas y



recomendaciones de servicios. Asimismo, la arquitectura AOGS fue validada en el dominio del
COVID-19, evidenciando su capacidad para generar y enriquecer ontologias de forma auténoma. En el
capitulo 4 se ilustro la utilidad del Sistema de Recomendacion Hibrido en el diagnoéstico médico y en el
analisis de competencias profesionales, donde la Ldégica Dialéctica resolvié inconsistencias y
ambigiiedades como la vaguedad y el discurso ficticio. Finalmente, en el capitulo 5 se demostr6 la
funcionalidad de la arquitectura de Meta-Aprendizaje y su extension con un Meta-Algoritmo
Auténomo. Se hizo una prueba general de la extensién en experimentos con un dataset de la empresa
Café Galavis, enfocandose en la automatizacién de su cadena de produccion agroindustria. Por
ejemplo, se usé el Meta-Algoritmo para la creaciéon de modelos no supervisados, lo que permitid, por
ejemplo, clasificar la calidad del café en grupos. Ademas, se hicieron experimentos con algunas partes
especificas de la arquitectura de Meta-Aprendizaje. Por ejemplo, se evalu6 el proceso de generacion de
datos sintéticos empleando un VAE para completar datasets dispersos, o la generacion de caracteristicas
para clasificacién multiclases. Para esto ultimo, la arquitectura EAFECNN transformé datos tabulares
en imagenes, que luego fueron procesadas por CNNs para generar caracteristicas relevantes.
Finalmente, se hicieron experimentos para la generacién de datos artificiales (o sintéticos) para la
gestion energética de redes inteligentes, mediante la arquitectura SDGS, que combina el paradigma de
Datos Enlazados con la técnica VAE. Estos casos confirman la efectividad de la integracion de Datos
Enlazados, Aprendizaje Automatico, Meta-Aprendizaje y Légica Dialéctica para la generacién y
explotacién de conocimiento en Aml, incluso frente a informacién inconsistente y ambigua.

En general, esta tesis ha logrado definir, especificar y validar arquitecturas computacionales que
explotan el paradigma de Datos Enlazados como eje central para la generacion, gestion y explotacion
inteligente del conocimiento en Aml, integrando de manera novedosa y robustas técnicas de
Aprendizaje Automatico, Meta-Aprendizaje y Logica Dialéctica. Se han superado limitaciones
existentes en la literatura al abordar la complejidad de la informacién, incluyendo la inconsistencia y la
ambigiiedad, al automatizar tareas que tradicionalmente requieren intervencién humana.

A pesar de la demostrada aplicabilidad y robustez de las arquitecturas propuestas (MiSCi-LDL, AOGS,
HRS y la arquitectura de Meta-Aprendizaje) en diversos casos de estudio practicos y simulados en
escenarios complejos de Aml, la implementacion y validacion exhaustiva en entornos reales de Aml de
gran escala y en tiempo real, junto con la optimizacion de su rendimiento y escalabilidad, representan
un desafio exigente por evaluar. Si bien el presente trabajo ha sentado bases sélidas para la gestion
inteligente del conocimiento en presencia de grandes volumenes de datos, la naturaleza inherentemente
dinamica, heterogénea y en constante evolucion de Aml reales, como ciudades inteligentes, hogares
conectados o sistemas de salud integrados, demanda una investigacion dedicada a probar y optimizar
propuestas como estas en esos contextos. No se realizo una integracion completa de todas estas
herramientas en un entorno real, lo cual tiene sus propias complejidades. Esto incluye el posible
aprovechamiento de paradigmas como la computacion en la niebla o el borde, los cuales seran
fundamentales para confirmar y potenciar la robustez y adaptabilidad de las soluciones propuestas a
escenarios dinamicos, asegurando su eficiencia y viabilidad a largo plazo en el espectro completo de
los AmlI del futuro.



6.2

Trabajos Futuros

La investigacion realizada abre multiples vias para trabajos futuros, entre las que se destacan:

Extension de la Ldégica Dialéctica en otros contextos: Explorar la aplicacion del
razonamiento dialéctico para abordar contradicciones y ambigiiedades en otros dominios, mas
alla del diagnéstico médico y las competencias profesionales, como la gestion de crisis, ya que
la naturaleza dindmica e impredecible de las crisis hace que la capacidad de la Logica
Dialéctica para manejar la incertidumbre y las inconsistencias sea una herramienta poderosa
para la toma de decisiones.

Optimizacion del rendimiento de las arquitecturas: Investigar métodos para optimizar el
rendimiento y la escalabilidad de las arquitecturas propuestas (MiSCi-LDL, AOGS, HRS y la
arquitectura de Meta-Aprendizaje) en entornos Aml de gran escala y en tiempo real, lo que
podria implicar el uso de computacion en la niebla o el borde.

Desarrollo de interfaces y herramientas de usuario: Crear interfaces mas intuitivas y
herramientas de visualizacion para que los usuarios finales puedan interactuar con los sistemas
de recomendacion y los generadores de ontologias, facilitando la interpretacién de las
decisiones y el conocimiento generado.

Abordaje de la explicabilidad en IA hibrida: Profundizar en los métodos de explicabilidad de
los modelos de Aprendizaje Automatico y las decisiones del HRS, especialmente en la
interseccién de ldégicas descriptivas/dialécticas y técnicas de Aprendizaje Automatico, para
explicar de forma integral y coherente el razonamiento combinado y las decisiones que emergen
de esta compleja interaccién de paradigmas hibridos, facilitando que los usuarios comprendan
la razon de las recomendaciones.

Casos de estudio en entornos reales: Implementar y validar las arquitecturas propuestas en
casos de estudio mas complejos y realistas dentro de Aml, por ejemplo, en sistemas de gestion
de traficos o emergencias urbanas, sistemas de asistencia a personas discapacitadas o mayores,
o sistemas de salud conectados, lo que permitira evaluar su robustez y adaptabilidad a
escenarios dinamicos.
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8 Anexos

8.1 Anexo 2.A: Tecnologias de los Datos Enlazados

Las tecnologias existentes son de suma importancia para implementar los Datos Enlazados, entre los
elementos a considerar estan los formatos de almacenamiento, los lenguajes de consulta y las
herramientas de publicacion.

Los formatos de almacenamiento son muy variados, para tener una idea aproximada de la variedad de
formatos, si se carga la URI que representa a Venezuela en  DBpedia
“http://dbpedia.org/page/Venezuela” en el navegador, en la parte superior se observa un mend que
permite seleccionar el formato en el que se desea obtener esta informacion. Entre los formatos de
intercambio que se muestran estan los siguientes: RDF (N-Triples, N3/Turtle y XML), ODATA (Atom,
JSON), Microdata (JSON, HTML), Embebidos (JSON, Turtle), CXML, CSV y JSON-LD.

El formato mas usado en los Datos Enlazados es N3/Turtle (usado en los ejemplos mostrados), por su
sencilla lectura y porque su serializacion RDF es similar al lenguaje de consulta SPARQL. N-

1213141516178 g un subconjunto de Turtle y N3%, fue disefiado para ser un formato mds simple

Triples
y facil de analizar e interpretar por los programas, sin embargo, carece de algunos de los accesos
directos proporcionados por RDF, haciéndolo tedioso para escribir a mano y leer grandes cantidades de
datos.. El formato RDF/XML? es la primera notacién usada y estandarizada por el W3C, basado en el
formato de intercambio XML, su ventaja inicial radica en el soporte a los lenguajes de programacion
con el formato XML, pero presenta un grave problema para su lectura por los humanos, ya que su
codificacién es bastante compleja. Otro formato que ha tenido gran aceptacién en los Datos Enlazados
es el JSON-LD (Javascript Object Notation for Linked Data)?, porque estd basado en el formato de
intercambio JSON, y uno de sus objetivos es ayudar y facilitar la transformacion de datos en JSON a

JSON-LD, ya que existen muchos servicios web que proveen informacién en JSON.

https://www.w3.org/TR/microdata/
https://es.wikipedia.org/wiki/SQL
B3 https://www.ics.forth.gr/isl/RDF/RQL/
Y https://www.w3.org/Submission/RDQL/

> http://jena.apache.org/documentation/fuseki2/index.html

16 http://jena.apache.org

http://rdf4j.org

https://virtuoso.openlinksw.com

9 http://live.dbpedia.org

% Formato CONLL, donde NC: sustantivo, SP; preposicion y AQ: adjetivo.

Légicas no aristotélicas: Que no cumple los principios de la l6gica aristotélica de identidad, no contradiccion y del
tercero excluido [69].
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Las principales criticas hacia los formatos anteriormente comentados, radican en que gran cantidad de
informacion ya esta disponible en las paginas HTML, y la duplicacion en un formato diferente es tanto
una inversion inicial significativa como una molestia para su mantenimiento. Para solucionar estos
problemas, se considera integrar etiquetas semanticas o anotaciones semanticas en las webs existentes,
a través de pequefios cambios en la informacion y los hipervinculos, haciendo explicito el significado
de la informacién a las aplicaciones de Datos Enlazados o buscadores. Entre estos tipos de formatos
que proveen capacidades embebidas se cuenta con: Microformatos, RDFa y Microdatos.

Los Microformatos® se constituyen en la primera iniciativa de agregar informacion extra al codigo
HTML, aprovechando que los intérpretes de este codigo ignoran cualquier etiqueta desconocida a sus
especificaciones. Es alli donde se utilizan los atributos y propiedades, para permitir identificar eventos,
informacion de contacto, relaciones sociales, direcciones, ubicaciones (coordenadas), etc. E1 RDFa ** al
igual que los microformatos, funciona agregando atributos a las etiquetas; sin embargo, este permite
definir espacio de nombres de la misma manera que en RDF/XML. Gracias a esto, los escritores no
estan restringidos a solo los vocabularios oficiales, por lo que pueden definir sus propios vocabularios.
Por dltimo, los Microdatos®, o como los llama Google, Rich Snippets, son una especificacion de
HTMLS5 que ayuda a las aplicaciones a entender el contenido que hay en una pagina. Esto se logra con
las propiedades afiadidas a las etiquetas HTML5, que ofrecen diferentes esquemas segtn el tipo de
contenido del que se trate, y los buscadores lo usan para extraer informacién y facilitar la indexacién de
los datos, ya que permiten contextualizar la informacion contenida en las paginas web.. A continuacion
se presenta un ejemplo de Venezuela en Microformatos:

<span class="country'>

<a class="url" href="http://dbpedia.org/resource/Venezuela">
<span class="country-name" title="Pais">Venezuela</span>
</a>
</span>

Los lenguajes de consultas son fundamentales en el proceso para encontrar la informacién que se
modeld, concentrandose en los datos de manera abstracta, ignorando el formato (N-Triples, N3,
RDF/XML, etc.) en que fueron almacenadas originalmente las tripletas. Los almacenes o repositorios
donde se guardan las tripletas, también se les denominan bases de datos semanticas. En las bases de
datos relacionales se usa un lenguaje de consulta, como el SQL*, para obtener informacién contenida
en dichas bases de datos. De igual manera, las bases de datos semanticas necesitan de un estandar que
permita encontrar los datos o tripletas. Existen muchos lenguajes de consulta RDF, como por ejemplo,
RQL”, RDQL*, SPARQL, entre otros, y en la gran mayoria se modelan las consultas de manera

23 http://purl.org/dc/terms/  https://www.w3.org/TR/n-triples/

24 https://www.w3.org/TR/turtle/

> https://www.w3.org/TeamSubmission/n3/

26 https://www.w3.org/TR/rdf-syntax-grammar/

https://www.w3.org/TR/json-1d/
http://microformats.org/
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semejante al SQL. El lenguaje de consulta usado en los Datos Enlazados es el SPARQL, ya que sus
consultas son muy sencillas y potentes, y permite a las organizaciones que se encargan de generar estos
datos, una forma facil de compartir y acceder a los datos, ya sea en repositorios locales como remotos.

Un ejemplo de este tipo de consulta es mostrado a continuacion:
PREFIX dcterms: <http://purl.org/dc/terms/>

PREFIX dbpedia-owl: <http://dbpedia.org/ontology/>
PREFIX dbpedia-c: <http://es-la.dbpedia.org/resource/Categoria:>
SELECT ?Personas ?Resumen
WHERE {
dcterms:subject dbpedia:Cientificos_de_Venezuela .
dbpedia-owl:abstract ?Resumen .
rdfs:label ?Personas .

}
En la palabra SELECT se escriben las variables que se desean obtener, también se podria usar el
simbolo de asterisco (*) y se obtendrian todas las variables definidas en la tripleta que se esta
consultando. Luego se usa la palabra WHERE, para indicar de dénde se recogera la informacién. En
esta parte hay que pensar en tripletas. La palabra PREFIX es solo para abreviar las direcciones de cada
URI usada.

Las herramientas de publicacion son las que permiten almacenar y compartir los Datos Enlazados.
Estas herramientas también se les denominan motores de consultas. Normalmente, estas herramientas
implementan SPARQL endpoint, que es un servicio web que permite realizar consultas, por medio del
protocolo SPARQL (capa que funciona sobre HTTP), en lenguaje SPARQL, sobre un grafo compuesto
por tripletas RDF [25]. Entre los motores mas comunes se encuentran los siguientes: D2RQ, Apache
Jena Fuseki, RDF4J (Sesame), OpenLink Virtuoso, AllegroGraph, RDFStore, Ontotext GraphDB, entre
otros. A continuacion se detallan algunos de estos motores [16]:

e Apache Jena Fuseki®: es un servidor SPARQL implementado en Java, que puede funcionar
como un servicio del sistema operativo, como una aplicacién web (archivo WAR), o como un
servidor independiente. Forma parte del conjunto de herramientas ofrecidas por Apache Jena™

para el desarrollo de aplicaciones para Web Semantica y Datos Enlazados. Entre el conjunto de

herramientas ofrecidas por Apache Jena estan: una API para extraer e insertar datos en los
grafos RDF, y un soporte para ontologias especificadas en OWL, con diversos razonadores

como Pellet, Racer y FaCT++.

e Eclipse RDF4J*': es el sucesor del anteriormente conocido proyecto OpenRDF Sesame, que es
un poderoso framework en Java para el procesamiento de datos RDF, que incluye la creacién,
andlisis, almacenamiento, inferencia y consulta sobre dichos Datos Enlazados. Ofrece una API
que permite conectar las distintas soluciones lideres en almacenamiento de RDF, y pone a
disposicion los datos con SPARQL endpoint, para asi lograr crear aplicaciones que aprovechen
el poder de los Datos Enlazados y web semantica.

2 https://www.w3.org/TR/rdfa-syntax/

https://www.w3.org/TR/microdata/
https://es.wikipedia.org/wiki/SQL
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OpenLink Virtuoso®: es una de las soluciones mas completas y moderna para el acceso,
integracion y gestion datos. La arquitectura de OpenLink Virtuoso es un hibrido de Servidor de
Aplicaciones Web y Sistema de Gestion de Datos, que permite la persistencia de diferentes tipos
datos: Base de Datos Relacionales (Oracle, SQL Server, MySql, PostgreSql, DB2, Sybase, CA-
Ingres, Informix, etc), RDF, XML, texto, documentos Web (con o sin microformatos
embebidos), Datos Enlazados, datos provenientes de Web Services o Web APIs, entre otros.
Todo lo anterior, lo logra gracias a su potente caracteristica principal, el componente Sponger,
que permite transformar datos no RDF a RDF en tiempo de ejecucion. Sponger usa unos
pequefios paquetes llamados cartridge, que indican como hacer el mapeo de grupos de datos no
RDF a RDF, e indican todas las configuraciones de seguridad y acceso a las fuentes de donde se
van a realizar las extracciones. En OpenLink Virtuoso ya vienen integrados una gran cantidad
de cartridges, pero también ofrece al usuario la posibilidad de construirlos para su formato de
datos especifico.
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8.2 Anexo 3.A: Middleware MiSCi para Ciudades Inteligentes
extendido con Datos Enlazados
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Abstract

This article popos:s an extension of the capabilities of the MiSCi middlewas, by adding & new layer called Linked Data, fo identify,
describe, conneet, 1elate and exploit the vanous user-generated data and applications of the smart city using the Linked Data paradigm.
This new laver is composed of different agents that automate the specification, modeling, ge neration, linking, publication and exploitation
of data based on MEDAWEDE. Such agents can enic hexisting MiSCi ontologies, gene rate knowledge models required by WiSCi services,
generate data to build knowledge models for MiS Ci, and recommend information in contexts of une ertainty through hybnd infere nee based
on deseriptive/dialectical logic. In addition, this work specifies a case study, where the MiSCi's capabilities to handle different eritical
situations are shown, supported by the new data link laver.

Kaywords: agents; linked data; ontology, semantic envichment.

Middleware MiSCi para ciudades inteligentes extendido con datos
enlazados

Resumen

Este articulo propone una ampliacion de las capacidade s del middleware VESCI, al agregar una nueva capa denominada Datos Enlazados,
para identificar, describir, conectar, 1elacionar yexplotar los distintos datos generados por los usuarios v las aplicaciones de la ciudad
inteligente usando el paradigma de datos enlazados. Esta nueva capa estd compuestas por distintos agentes gque permiten automatizar las
etapas de especificacion, modelado, genemacion, vinculacion, publicacion y explotacion de los datos besados en MEDAWEDE. Dichos
agentes pueden emniguecer onologias existentss en MiSCL generar modelos de conocimisnto requeridos por los servicios de MiSCL
generar datos para construir modelos de conocimiento para MiSCiL, y recomendar informacion en contextos de incertidumbre a traves de
una inferencia hibrida basada en logica descriptiva/dialéctica. Ademés en este trabajo se especifica un caso de estudio, donde ze muestran
las capacidades del MiSCi para manejar distintas situac iones criticas, apoyado en la nueva capa de enlazado de datos.

Palabras elave : agentes; datos enlazados; ontologia | envigueciriento semantico.

1. Introduction elementos de la ciudad inteligents como agentes v a lag
tareas ue realizan elloz, v en general, a las aplicaciones de
gestion de la eciudad, como zervicios. MiSCi es una
arguitectura multicapas basado en los conceptos de Sistemas
Multi- Agentes (MAS, por sus siglas en inglés), Concienda
de Cmtexto (Confest-Awareness), Emergencia Ontologca y

En[1] se propone MiSCi (Middeware for Smart Cities),
un middleware reflexivo asutonomico para Ciudades
Inteligentes (Smart City - 35C), el cual soporta la
comunicacion entre los diferentes elementos de una ciudad

inteligente, v el despliegue delas aplicaciones de base de toda
ciudad inteligente, parala gestion inteligente del sistema de
transporte, energético, entre otros. MiSCi permite ver alos

Computacion en la Nube. Luegp, en [2] es ampliada MiSC1
al incluir el concepto de Computacion en la Niebla, que
permite la capacidad de procesar los datos v 1as aplicaciones
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como servicios en los dispositivos al borde delared, enlugar
de hacerlo en la nube.

En las ciudades inteligentes, el gran reto tecnologico es
saber recolectar, procesar v aprovechar el gran volumen de
datos cue la ciudad tiene, entiempo real [3]. Ademds, todos
estos datos recolectados necesitan ser entiguecidos con
informacion semantica que ayuden al descubrimiento de
conocimiento oculto, para mejorar los procesos de toma de
decisiones. En este sentido, los datos enlazados resultan
factibles para resolver dicho reto.

Los datos enlezados o winculados (en inglés, Linked
Data) deseriben una forma de publicar los  datos
estruchurados en la Web para que se puedan interconectar
entre ellos [4], es decir, permiten identificar, describir,
conectar v relacionar los distintos recursos enla Weh.

En esta investigacion, se amplia el trabajo propuesto en
[1.2], al agregar una nueva capa, denominada Datos
Enlazados, gue awmenta las capacidades del middewsre
MiSC1, para etwiquecer los datos recogidos a través de los
distintos mecamsmos del middleware con informacion
externa (Redes Sociales, PAginas Weh, entre otrog).

Algunas similares investigaciones sobre framework o
middleware, basadas enel paradigma de datos enlazados, son
los siguientes: En [5] se desarrolla un framework que busca
aprovechar las tecnologias de los datos enlazados para la
colaboracion empresanal, emriqueciendo los procesos de
negocio con informacion de sensores ubicados en las
maguinarias En ese trabajo se sborda el problema de fuentes
de datos heterogéneos, y se crea un modelo de datos
semantico del entorne empresarial como una ontologa de
dominio, luegp se transforman los datos a RDF, v se publican
como datos enlazados en un servidor. Finalmente, la
aplicacion cliente acceds a los datos realizando operaciones
de consuta y filbado, En [6] se describe SenselFeb
platferm, una plataforma gue permite publicar y acceder alos
datos de lared de sensores semanhcos, ylosenlaza a recursos
existentes enla Web. En esa investigacion se especificanlos
sensoresweb con atributos espaciaes, temporales, temdticos
y especificos. Los atibutos espacisles son la ubicacion
geogrdfica (longitud y latitud), v conceptos de alto nivel que
son tomados de fuentes de datos enlazados (GeoNames y
LinkedGeoData) . Los atributos temporales son zona horaria,
la marca de tiempo de las mediciones, el tiempo de
disporibilidad de los nodos de sensores entre otros. Los
atributos temdticos son tipo de sensor, tipo de medicion
atributos de operaciony despliegue, enticquecidos por fuentes
como DEPedia. Toda la informacion es representada en
tripletas RDF, fque luego son publicadas en repositorios de
datos enlazados.

Otro trabajo es IES CITIES plafferm [7], que es una
plataforma gue explota los datos enlazados ofrecidos por los
ayuntamientos,  emrigquecidos con  datos  dindmicos
recopilados através de redes de sensores entoda la ciudad, o
de aplicaciones gue funcionan en los teléfonos de los
ciudadanos Lo interesante de ese trabajo es la manera como
se entigquecenlos datos enlazados con las distintas fuentes de
informacion, por parte de los ciudadanos, ya que cada uno de
ellos va publicando fotos v textos de la zona donde esta

ubicado el dispositivo. También Linked Senser Middlsweare
(LEM) [B] es un middleware conformado por capas, una de
adguisicion de datos desde los sensores, oba de gestion de
datos enlazacdos, otra de acceso a log datos, yfinalments, otra
para el consumo de datos por parte de las aplicaciones, para
facilitar 1a integracion de datos con otras fuentes de datos
enlezados, emriqueciendo los flyjos de datos desde los
sensores con descripciones semanticas, para su explotacion a
traves de las aplicaciones.

La principal diferencia de los trabajos descritos
antericrments con respecto a esta investigacion, es gque son
trabajos enfocados a resolver un problema especifico vsando
datos enlazados (por ejemplo, gestion de sensores
ambientales, enrigquecimiento de datos empresariales, etc);
en cambio esta investigacion aprovecha las ventajas cue
ofrece el middeware MiSCi, que permite la ubicwidad, la
conciencia del contexto, la emergencia ortologica, la
computacion enla mabe v enla nebling, entre otras cosas, en
la gestiondelas aplicaciones de una ciudad, y1lo extiende con
una capa de gestion de Datos Enlazados, para emviquecerlno
darle acceso y permititle exploter wuna cantidad de
conoeimiento min mayor. De esta manera, MiSCi puede darle
soporte de una manera mas eficients, escalable y robusta, a
las aplicaciones inteligentes, basadas en el contexto de una
ciudad inteli gente.

Este articulo esta organizado de la sigwents manera: la
seccion2 presenta el marco teorico alrededor de MiSCi v los
Datos Enlazados; la seceion 3 deseribe la mmpliacion de
MiSCi con los Datos Enlazados; la seccion 4 describe los
casos de estudios donde se prueba la ampliacion del MiSCi,
la seccion 5 presenta el andlisis de los resultados y se
compara con otras arcuitechwras; v finalmente, la seccidn 6
presenta las conclusiones de estainvestigacion

2. Marco tedrico
2.1. MiSCi

MiSCi esunmiddleware reflexivo multicapas que se basa
en el paradigma de MAS. Los distintos elementos de este
middleware aportan caracteristicas esenciales a una ciudad
inteligente, permitiendo la ubicuidad, conciencia del
contexto, emergenda ontologica, decisiones infeligentes,
computacion en la nube v en la neblina, entre otras cosas.
MiSCi contiene 9 capas (ver [9-14] para mas detalles):

Capa de Gestion MAY (MAS Management Layer -
MMAL): Esta capa es una adaptacion del estéandar FIPA
[9,10], y define las reglas gque permiten a una sociedad de
agentes coexistr Sus apgentes son [9]: AMA (Agenis
Manager), CCA (Communication Control Agent) y DMA
(Data Management Agent).

Capa de Gestion de Servicios (Service Managemsnt
Layer -SML): Posibilita la irtegracion entre los paradigmas
MAS y S0A (Service- Orisnted Arclifechws). Esta capa
consta de los agentes [11,12] SMA (Services Management
Agent), WEA (Web Service Agenf), WE0A (Web Service
Oriented Agenf), EMA (Rzsowrce Manager Agenf) v ApMA
(Application Manager Agent).

20
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Capa ds Conciencia de Conteste (Contest-Awarensss
Layer - CAL): El proposito de esta capa es oftecer servicios
contextuales, para la geston de la informacion sobre el
contexto [1]. Esta informacion s gestiona en un ciclo
conformado por: el desculbrimiento y modelizacion del
contexto, el razonamiento basado en el contexts, y la
distribucion del mismo. Esta capa estd basada en [13].

Capa de Emergencia Onfologica (Ontological
Emergence Layer - OFL): Esta capa proporciona un comjunto
de servicios para el manejo de ortologias. E stos servicios han
sido propuestos en [14], los cusles permiten la actualizacion
automdtica de ontologias, entre otras cosas.

Capade Gestion Logica de SC (5C Logical Management
Layer - SCLML): Esta capa es donde se encuentran todas las
aplicaciones (software, objetos virtuales, etc) v las personas
presentes enla Ciudad Bésicamente, cada elemento/persona
se caracteriza por un agente (&5 una abstraccion de é). Esta
capa contiene agentes como CzA (Cificen Agent, caracteriza
a cada ciudadano en la ciudad) v AppA (Applicaion Agent,
caracteriza  splicacionss necesarias para una  ciudad
inteligente, como el Sistema de Movilidad Inteligente, el
Sistem a de Salud Inteligente, entre otros).

Capa de Gestion Fisica de 5C (SC Fhysical Management
Layer - SCPML): En esta capa se caracterizan todos los
elementos fisicos del entorno, permitiendo la interaccion
entre agentes y dispositives de MiSCi. Asi, cada dispositivo
fisico se caracteriza por un agente DA (Device Agent, esuna
abstraccion de £l). Esta capa se comunica con el dispositivo
fisico resl que estd enla capa SCPL.

Capa Légica de SC (Smart City Logical Layer - SCLL):
eslacapa donde se desplieganlos principales sistemas de una
ciudad inteligente, tales como: Sistemalnteligente Vehicular,
responsable del control del tréfico, Sistema de Salud
Inteligente, encargado de facilitar el acceso alos servicios de
salud entre otros. Los agentes de MiSCipueden comunicarse
con estos sistemas a traves de los agentes de AppA

Capa Fisica de 5C (SC Physical Layer - SCFL): Eg en
esta capa donde se despliegan todos los componentes fisicos
de la ciudad inteligente, tales como: &) Sensores b)
Efectores, ) Objetos Inteli gentes.

Capade Gestidnen la Niebla (Fog Layer - FL): Estacapa
permite el paradigma de computacion en la niebla en MiSC1.
Los agentes de esta capa ayudan a decidir s los datos seran
procesacdos localmente o en la nube, siendo FogA (Fog
Agent) el responsable de esta tarea. Fogh utiliza una meta-
ontologia proporeionada por la capa de OEL, informacion
contextual propoteionadapor la capaCAL, einform acion del
sistema recopilada por SmonA (System Monitor Agent),
sobre el mivel de ocupacion en términos de procesamiento y
comunicacion (ancho de bands) de los agentes y servicios
web locales, para decidir 51 los datos deben ser procesados
localmente o en la nube (ver [24] para mas detalles de esta
capa).

2.2, Daifos Enlazades

Los datos enlezados o vinculados describen una forma de
publicar los datos en Internst para cue s8 puedan
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interconectar entre ellos [4]. Particularmente, los datos
enlazados es la manera que tiene la Web Semantica de
enlazar w1 comjunto de datos que estén publicados en la
Internet, para mejorar la comprension de sus significados,
tanto para los humanos como para las maguinas [15,16]. En
especifico, este concepto hace referencia a que los datose stén
enlazados mediante tecnologias de 1a WebSemdntica, 1o que
permite gue sean conectados y consultados datos desde
diferentes fuentes, para agregar mas semdntica a los datos.
Tim BernersLee introduce los pnncipios de los datos
etlazados, los cuales son [17,18]: ) Idenfidad: Utilizar URIs
(Uniform Resource Identifier) para identificar los recursos,
il) Accesibilidad: Usar URIs HTTP (Hyperfeat Tramsfer
FProtocol) para gue las personas puedan buscar recursos; iif)
Estructura: Utilizar estindares EDF para describir recursos,
y SPARQL (Query Language for RDF) para realizar
consultas, iv) Mavegacidn: Incluir enlaces a otras URIs para
descubrir mas recuwsos.

Por otto lado, la implementacion de datos enlazados
implica un proceso dinamico complejo con diferentes etapas
[18]. En [4] se ptopone una metodologia, llamada
Metodologia para el Desarrollo de Aplicaciones Web
utilizendo Datos Enlazados (MEDAWEDE), que permite
desarrollar servicios basados en datos enlazados, compuesta
por seis etapas divididas en dos grandes tareas. La primera
tarea tiene la finalidad del enviquecimiento de los datosy su
transformacion a datos enlazados, v estd integrada por las
sigientes etapas i) Especificacion: se centra en el andlisis
de fuentes de datos, en esta fase se selecciona el corjunto de
datos; if) Modelado: se centra enla creacion del modelo que
describe el conocimiento del drea de estudio, para ello se
utilizan vocabularios esténdares, se reutilizan ontologias, e
incluso, se disefian omtologias propias, i) Gemeracidm: se
centra en la transformacion de los datos al lenguaje RDF; 19
Vinenlacion: en estn fase se vinculan los datos con otros
conjuntos de datos para aumentar su valor, visibilidad y
calidad, v) Publicacisn: se pone a disposicion los datos en
repositorios de tripletas. La segunda tarea tiens como
objetivo la explotacion de los datos enlazados, v laintegrala
siguiente etapa: i) Fuplofacion: esta etapa permite el manejo
e integracidn de distintas interfaces o aplicaciones, para
consumir los recursos publicados de manera agradable
sencilla.

3. Extension de MiSCicondatosenlazados
3.1, Datos enlazados en MiSCGi

Los datos enlazados responden a varias necesidades enlas
ciudades inteligentes: la primera es para interpretar grandes
cantidades de datos que provienen de distintas fuentes como:
sensores, efectores, entre otros, donde muchos de estos datos
sonmanejados enbempo real. La segunda es para enriquecer
los datos con inform acion semantca, proveniente de MiSCi
o de fuentes externas. En esta investigacicn se amplia el
trabgo propussto en [1,2,25)], al agregar wna nueva capa
denominada Deatos Enlazados (Linked Data Layer - LDL),
cue mumenta las capacidades del middeware MiSCi, para
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identificar, descnbir, conectar, relacionar y explotar los
distintos datos generados por los usuarios y las aplicaciones
de la ciudad irteligente usando el paradigma de datos
enlazados (ver Fig 1),

Los distintos agentes de la capa LDL automatizan las
etapag de especificacion, modelado, generacion, vinculacion,
publicacion y explotacion de los datos cue aparecen enla
metodologin MEDAWEDE, en el middeware MiSCi. En
esta capa se llevan a cabo dos procesos, segn
MEDAWEDE: 1) Enrignecimiento: E ste proceso realizalas
etapas de especificacion, modelado y generacion de los datos
de MiSCi, por parte de los agentes ILDA (Ifernal Linkad
Data Agenfy y ELDA (Eiternal Linksd Dafa Agenf).
Ademds, se realizan las tareas de vinculacion y publicacion
de los datos de MiSCi por parte del agente LDIA (Linksd
Data htegration Agenfy, ii) Explofacidn: Este proceso
realiza la etapa de explotacion de los datos de MiSCy, 1a cual
es realizada por el agente LDKA (Linked Data Enowledge
Agenf). Ahora bien, estos agentes pueden ser activadas

simultdneamente desde distintos procesos, segin las
citeumstancias que lo ameriten
El proceso de entiquecimiento seméntico implica

recolectar datos internos y externos al MiSCi(verFig. 2).La
recoleccion de datos internos se activa cada vez gue algin
agente CzA, AppA o DA es actualizado, para lo cual se
invoca al agente [LDA con los datos nuevos que pueden
provenir simultansamente de diferentes fuentes (ver paso 1
en Fig 2), Estos datos son preparados y etwiguecidos
simultdneamente con informacicn del Servicio Web de
Contexto (Confeat Web Services - Cx WE) y del Servicio
Web de Meta Ontologia (Meta Ontelogy Web Services - MO
Wa) (ver paso 2 y 3 enFig. 2). De lamisma manera ocurre

conla recoleccion de los datos externos lo cual es realizado
por el agents ELDA. Lusgo, el agente LDIA es activado con
lainformacion emiquecida generada por los agentes [LDA o
ELDA, para vincular los datos previamente obtenidos con
otros datos enlazados (ver paso 4 enFig 2), para finalmente
publicarlos como datos enlazados (ver paso 5 en Fig. 2).

El proceso de explotacion es activado por un agente del
MiSCi cuando solicita informacion enlazada (ver Fig 3).
Para este tipo de consulta se debe invocar al agente LDEA
de MiSCi(verpaso | enFig 3). Luegp, el agente LDEA (ver
paso 2 en Fig 3) por medio de los distintos mecamsmos
inteligentes de explotacion de conocimiento enlazado,
explora  simultdnesmente todas las fuentes de datos
enlazados, yretorna lainformacion solicitada por el agente.

Los agentes de la capa LDL definen cuatro ciclos
autondmicos para la eutogestion de los Datos Enlazados en
MiSCi, basado en el concepto de cicos autondmicos como
servicios propuestos en [19,20]. Cada ciclo autonomice
establece la relacion entre las tareas de los agentes, parala
explotacion de cada una de las formas de conodmiento gque
permite el agente LDKA Algmnas de esas tareas establecen
lag reglas a activer del sistema recomendador segin el
contexto, o identificen el modelo o el conjunto de datos
pertinente a una situacion dada, entre otras cosas.

3.2, Especificacion de los agentes de datos enlazados

La capa de datos enlazados estd conformada por 4 tipos
de agentes. Para la especificacion de cada agente se usa
MASINA [21], v en especifico, los modelos de agentes y de
tareas.

i i Capa Fisita Oa SC [5CPL)

E Baga
e
MAP Mata

N
Figura 1 . Extersicn del Middleware Mi5Cicon Datos Enlazades.
Fuente: Los Autores
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Figura 2. Proceso de Erniguecimisnto Semantion de los Datos.
Faente: Los futores.

321 Agente de Datos Enlaz ados Intemos (Internal Linked
Data Agent - ILDA)

Sonlos agentes que brindan la capacidad de extraccion
curacion, agregacion y modelado de las fuentes de
inform acion provenientes de agentes intermos, como CzA,
AppA yw DA para finalmente ser transformadas a formatos
adecuados para el enlazado de datos. Especificamente, su
objetivo es emviquecer los datos del agente solicitante con
inform acion del contexto de MiSCi. El diagrama de actividad
(ver Fig 4) muestra el servicio de este agente, y esta
compuesto por dos sub- servicios; el primero extrae los datos
de las fuentes internas, v el segundo enricuece estos datoscon
inform acion del contexto y de las ontologlas

Mpodslo de Agente de ILDA Este modelo indica el tipo de
agente, el rol gue cumple y la deseripeion de su
funcionalidad:

* Tipo: agente de servicio.

* Rolks: ofrecer servicio de extraccion y emriguecimiento
de los datos generados por el MiSCi

* Descripciin: procesa  solicitudes para  extraer vy
entiguecer datos de MiSCi coninformacion del contexto

(Cx Wg) v de las ontologias (MO W), apeticion de los

agentes CzA, AppA DA

Modzlo de fareas de ILDA El servicio “Enriquecer
Datos” del agente ILD A presenta las siguientes tareas:

* Tl Recibirla solicitud del agerte solicitarte
= T2 Extraer datos del agente solicitante

* T3 Modelarlos datos del agente solicitante
* T4 Generar los datos como RDF

Datos
Datos Enriquecidos

= cer );( p@i‘

Informacion de
Cx WS

Figuma 4. Diagrama de Achividad de DA,
Fuente: Los Antoes.
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Figua 3. Proceso de Fxplotacion de bos Datos .
Fuente: Los Autores.
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Fignra 5. Diagrarma de Actividad del Caso de Usode ELDA.
Fuente: Los Autores.

Infarmacion de
(LR ES

332 Apgente de DatosEnlazados Externos (External Linked
Data Agent - ELDA)

Son los agentes que brindan la cepacidad de extraccion
cwacion, agregacion v modelado de las fuentes de informacion
provementes del exterior de MiSCi (Redes Sociales Pagnas
Web, entre otros), para finslmente ser transformadas a formatos
adecuados para el enlazado de datos cue permitan envicquecer
s:manticamente a la capa CAL del MiSCi coninformacion del
exterior. Es decr, ofrece e servicio de extraccon y
emriquecimiento de las fuentes externas al MiSCi. EnlaFig 5 se
observa sudiagrama de actividad

Modslo de Agente e ELDA:

*  Tipo: agerte de servicio.

*  Roles: oftecer servicio de extraceion v erriquecimiento de los
datos de fuentes externas al MiSCi.

*  Descripcion: procesa mlicihides para extraer y entiguecer
datos proverentes del exterior (Redes Sociales, PaginasWeh,
entre otros) con informacion del contexto (Cx Wa) y de las
ontologias (MO W3).

Mpodelo de tareas de ELDA Las tareas del serviao
“Emrigquecer Datos” de este agente sonlos siguientes:

* TI.Recibir la solicitud

* T2 Extraer datosde la fuente externa

* T3 Modelar los datos de la fuente externa

* T4 Generarlos datos como RDF

323 Agente de Integracion de Datos Enlazados (Linked
Data Integration Agenf - LDIA)

Es el agente cue brinda la capacidad de wvincular vy
publicar la informacion interna v externa generada por ILDA

in
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ywo ELDA Este agente vincula los datos, para lusgo ser

publicadeos como datos enlazados. En la Fig 6 se observa su

diagrama de actividad

Modele de Agente de LDIA
*  Tipo: agente de servicio.

*  Roles: ofrecer servicio de vinculacion y publicacion de
datos entiquecidos.

* Descripcion: procesa solicitudes de vinculacion de datos
emigquecidos con los distintos comjuntos de datos
obtenidos en anteriores itvocaciones, que lusgo son
publicados como datos enlazados.

Modelo de tareas de LDIA Las tareas del servicio
“Vineular y Publicar los Datos Enriqueeidos™ de este agente
sorT
* Tl Recibir la solicitud conlos datos erriquecidos
* T2 Vincular los datos enriquecidos
= T3 Publicar los datos ennguecidos

324 Agente de Conocimiento de Datos Enlazados (Linked
Data Enowledge Agert - LDEA)

Sonlos agentes que oftecen mecanism oz para explotar el
conocimiento vineulado a los datos enlazados, permitiendo
capacicades de: andlisis semdntico, manejo de ambigiedad,
etiquetado semantico, busqueda exploratoria, visualizacion,
filtrado, entre otros. Los servicios cue presta LDKA son: §)
Recomendar Informacion usando inferencia hibwida de
logica descriptiva/dialéctica para retomar informacion segan
la necesidad particular de un agente; i) Generar Modelos de
Aprendizaje Anfomdfice permite retomar modelos de
conocimiento basado en distintas téenicas de aprendizaje
automético como drboles de decisiones, redes bayesianag,
cromeas, redes newronales como las de aprendizaje profunde,
etc.; iii) Gemerar Dafos para entrenamiento de modelos de
conocimiento, muestreos, etc.; 1v) Aprender Onfologias usa

Dates
Enlazados

I

Datos
Enrigquecidos
Vincular y

. Publicar

Figura 6. Diagrarma de Actividad del Caso de Uso de LDLA.
Fuente: Los Autoves.
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Figara 7. Diagama de Actividad del Caso de Uso de LDEA
Fuente: Los Autores.

i |,

los datos enl azados para poblar mievas ortclogias. El diagrama

de actividad (ver Fig 7) muestralos detalles de los servicios

prestados por LDEA

Los cuatros servicios para explotar el conocimiento
vineulado alos datos enlaz ados, permitird mejorar trabajos
previos wineulados a la integracion de datos [22],
construccion de recomendadores o modelos de méguinas
de aprendizaje mas robustos [23], entre otros.

Modelo de Agenfe de LDEA El modelo de agente de
LDKA se describe de la misma manera que los anteriores
agentes.

+ Tipe: agente de servicio

* Roles: oftecer servieio de explotacion  del
conocimiento, como Recomendar informacion
Generar modelos de Aprendizaje Automdtico, Generar
datos, o Aprender Ontologias.

* Descripcion: explora los datos enlazados y realiza las
transformaciones del conocimiento segon el tipo de
solicitud (Recom endar informacion, Generar modelos
de Aprendizaje Automético, Generar datos o Aprender
Ontologias).

Medelo de tareas de LDEA EnlaTabla ] se definen
las tareas del agente LDEA, por cada servicio prestado.

4. Caso de estudio

Enesta seccion se presenta un caso de estudio, dividide
endos escenarios que ocuren en paralelo, para mostrar las
capacidades del MiSCi usando la capa de enlazado de
datos.

4.1. Escenario I: envigmecer datos

Este escenario (ver Fig. 8) tiene como objetivo mostrar
como se realiza el proceso de enriquecimiento delos datos
del Mi3Ci. En este proceso es donde se extraen y
emiguecen los datos de las fuentes de informacion, gue
luego son publicados como datos enlazados.

1. Los agentes CzA AppA vy DA envian datos
constantem ente al Agente ILDA.

2. El agente ILDA recibe v procesa los datos de CzA,
AppA y DA Ademds solicita informacion del
contexto (Cx W3) y de las ontologias (MO Wa).

3. El agente ILDA recupera los datos solicitados del
contexto y de las ontologas para aprovechar la
informacion del entorno v de los servicios que posse &l
middleware.

4. Luego, ILDA prepara y enriquece los datos usando la
informacion recuperada. Luego, genera los datos
enriquecidos en formato de Tripletas RDF.

5. El agente ELDA procesalos datos de fuentes externas
(Redes Sociales, Paginas Web, etc). Ademas, solicita
informacion del contexto v de las ontologias.

6. El agente ELDA recupera los datos solicitados del
contexto v de las ontologias.

7. ELDA también prepara y enricquece los datos, pero
mezelando las fuentes externas con la informacion
solicita del contexto y de las ontologias.
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Tablal.
Sewicios y Tareas de LDEA
LKA 5L E i
Tl. Rechbur lasclictad
T2, Inferencia hbrida basado en logica des crphiva/dialectca
T3. Retormar informacion solicitada
LDEA 52 Generar modelos de Aprendiraje Automtico
T1. Rechbirlasclictad
T2 Generar modelo de conocimmento basado en técmcas taks como
cromicas, redes naimrales, aboles de decis o, redes bayesiamas u obos.
T3. Retormar modeb de conocinmerto
LDEA-S3. G datos d
T1. Rechirlasclictud
T2, Gererar Ios dates de ertreramisnio
T3. Retormar los datos
LDEA 54 Aprender Oniologi:
T1. Reethir lasoliethad
T2, Extaer faentes de datos

T3, Emiguecer Orntologias

Fuente: Los Antoes.
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Figuma 8. Diagrama de Seercia para Emmiquecer Iliaim 3
Fuente: Les Antmes.

8. El agente LDIA sclicita los datos emrigquecidos que se
encuentre en espera de ser procesados,

9. Luego, LDIA enlsza los datos
previamente registrados/enlazados.

10.Finalmente, LDIA pone a disposicion los muevos
conocimientos para ser consultados como Datos

Enlazados.

En este prim er escenario es donde los distintos agentes de
la capa LDL ennguecen y tansforman sus datos a datos
enlazados. Por ejemplo, ILDA obtiene inform acion intsrna
como los signos vitales del ciudadano por medio de sensores
(presion erterial respiracion, temperaturs), o el historial
climeo  del ciudadano  (enfermedades  anteriores
enfermedades ancestrales, tratamientos actuales habitos
alergias, ete). ELDA recoge datos externos por ejemplo
sobre los sintomas de las distintas enfermedades y sus
tratamientos Finalmente, LDIA vincula toda la inform acion
enriguecida v la transforma a datos enlazados.

con ottos datos

4.2. Escemnario 2: explotar dafos

Este escenanio tiene como objetivo mostar como se
explotan log datos enlazados por la capa LDL del MiSCi en

la ciudad. Los datos enlazados necesarios para este escenario
sonrecogidos previamente, o en paralelo, por el proceso de
emriguecimiento mostrado en el escenario 1. En este
escenario también se muestra el uso de servicos de LDEA,
gue recuieren de otros servicios ofrecidos por el mismo. Por
ejemplo, enla Fig O se observa el diagrama de actividad del
agente de conocimiento (Enowledge Agent - ILA) del MiSCi,

para el servicio de Gemerar Comocimienfe, gue invoca a

otros dos servicios del agente LDKA A continuacion se

describe este escenario (ver Fig 10):

1. El agente CzA detecta problemas en los signos vitales
del civdadano, ¥ genera la sefial de alarma al HSS
(Sistema Inteligente de Salud), a través del AppA que
caracteriza a ese sistema.

2. El agente AppA (HSS) solicita al servicio Recomendar
Informacion del agente LDKA, buscar los ciudadanos
en los alrededores con capacidades de practicar los
primeros mxilios, gque permita brindatle atencion
meédicainmediata al pacients.

3. LDEA retorna la informacion solicitada por AppA
HEE).

4. Luepgp, AppA (HSE) envia la notificacion a los
ciudadanos através de CzA.

5. En los distintos procesos de actualizacion de
conocimiento  wan  emergiendo  ontologlas, en
consecusncia el componerte MO WS va solicitando el
servicio de Aprender Onfologia de LDEA para extraer
informacion yetrigquecer dichas ontologias emergentes.

6. LDEA retorna las ontologias emergentes stwiguecidas

7. El AppA (HSS) solicita al servicio Recomendar
Informacion  del agente LDEA  recomendar los
servicios de ambulancias, para tratar al paciente y
trasladarlo al centromédicomés cercano.

8. LDEA retomna la informacion solicitada por Appd
HES).

0. El agente AppA (HSS) tmmbién solicita al servicio
Generar Cowocimients (Fig D) del agente KA los
posibles diagndsticos y sugerencias de tratamiento.

10.El agente LA necesita un modelo de conoeimiento para
resolver el problema, por lo que activa el servicio

Generar Modelos de Aprendizaje Awtowitico de

LDKA, para obtener el modelo de conocimiento solwe

dicho problema.

11 LDEA genera y retorna el modelo de conocimiento a
KA.

12 También KA necesita datos de entrenamiento para
afinar el modelo de conocimientn, para eso solicita al
servicio Gemerar Datos de LDEA

13.LDKA genera y retorna los datos de entrenamiento para
el modelo de conocimiento de KA.

14 Finalmente, el agente del MiSCi retorna los posbles
diagnosticos y sugetencias de tratamiento a AppA
HES).

En este segundo escenario, s le solicita a LDEA
explotar los datog enlazados para generar conocimiento
para responder a las distintas necesidades presentes en el
MiSCi. LDKA responde coninformacion contextualizada y
adaptada a cada necesidad

]
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Datos de
Entrenamiento

i

Conoccimiento
Generado

A

H( Generar Conocimiento )9@)

Modelos de Conocimiento

Clasificacion

Agrupamiento Otros

Figura¥. Diagama de Actividad del KA.
Fuente: Los Autores.

L 1
Figura 10. Diagrama de 5ecuencia pam Explotar Datos.

Fuets: Los Antores.

Tabla 2.

5. Analisis de resultados y comparacion

En esta seceion, se compara el MiSCi ampliado con datos

enlezados, con otras plataformas wo middleware que poseen
caracteristicas similares. Cada una de las etapas de la
metodologa MEDAWEDE [4] es usada como cnterio de
comparacion (ver Tabla 2), basados en las caracteristicas o
procesos consideracdos en cada trabajo para esas etapas Por
ejemplo, el criterio dela etapade Especificacion se subdivide
en criterios basados en el origen de la informacion usada en
cada trabajo.
En cuanto al criterio de especificacion todos usan fuentes
comunes como sensores ¥ datos enlazados. La diferencia es
que [7] v el sistema propuesto en este tabajo poseen también
inform acion recolectada por las aplicaciones, e infonm acion
de los perfiles de las personas o ciudadanos endisintas redes
sociales, wo de sus interaceciones con el middleware ([7] no
congidera esto Ulimo). En relacion con el eriterio de
modelado, todos los sistemag enriquecen sus fuentes internas
con informacion extraida de las fuentes externas, ontologia y
vocabularios. Ademds, [5,6] v el sistema propuesto en este
trabajo se ennguecen coninform acion del contexto, pero este
sistema va mds alla, al enriquecerse con informacion de las
caracteristicas de los servicios cue presta en general MiSCi
En cuanto al criterio de generacion, todos usan las tipletas
EDF, y en los criterios de vinculacion y publicacion, todos
usan los datos enlazados, aungue este rabajo no se enfoca a
resolver un problema especifico usando los datos enlazados,
como el resto. Este trabejo fusiona las ventajas de los datos
enlezados con las provenientes de 1as otras capas del MiSCi,
que permiten ubicwdad, concencia del cortexto, emergencia
ontologics, entre ofras cosas, paraproveer wi entorno con una
cantidad de conocimiento aun mayor, a las aplicaciones
inteligentes de una ciudadinteligente, cue puedan explotarlos
segun susnecesidades.

Tabla Comparativa de Trahb ajos 3 imilares

5

Criierd

=

=

=
—

Exzpecificacion

Sensores
Aplicaciores
Cmdadance

Fuentes htermas

a
xFr_H

Datos Enlazados
Pigirns Web
Redes Socales
Ot

Fuentes Externas

Modelado

Ortologias
WVocabu laios
Seivicios
hformacion del Contexta
Fuentes Extemas

Generacion

Tupktas RDF

Vinculiony pubhicacion

Datos Enlazad,

Eaplatacién

Busquedas
Extaccion
Filbado
Inferencia
Emimeciments de Cuiologis
Generacion de Modelos de Conocimientn
Generariom de Dates de Enheranmertos
Ctios
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Fuente: Los Autores
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En el ecriterio de explotacion, cue es donds mas
diferencias existe ertre este trabajo ylos anteniores, todoslos
sistemas realizan tareas comunes como la busgueda,
extraccion y filtrado, pero el sistema propussto en este
trabajo ofrece serviciosruevos, como recomendacion hibrida
bagado en logica deseriptiva/dialéctica, enriquecimiento de
ontologias, generacion de modelos de conocimiento (por
gjemplo, modelos de clasificacion o prediccian), y
generacion de datos de entrenamientos paa modelos de
conocimiento, entre otros Asi, este sistema ofrece un
conjunto de serviciosinnovadores, gue permiten explotar log
datos enlazados. Ademds el sistema propuesto en este
trabajo permite aprovechar los datos ofrecidos por las
digtintas fuentes en una ciudad, ya sea interna (sensores
aplicaciones o ciudadanos) o externa (redes sociales, paginas
web, ete.), para convertirlos en conocimiento. A suvez, en el
caso de los servicios de enriquecimiento de ontologias y
generacion de datos de entrenamiento, permite filtrar los
datos relevantes de la ciudad. Por otro lado, el servicio de
recom endacion basado en inferencia hibrida usando logica
descriptiva/dialéctica esnecesarioparalatoma de decisionss
en momentos de ambigiiedades en contexto donde la
presuposicion falla (para el diagnostico o deteccidn de fallas),
en contingencias sobre el futuro (que indican cque algo fue
verdad y falso en el pasado), y'o en el discurso ficticio donde
se tomandecisiones segun ciertos supuestos.

El aflacir una capa a MiSCi para explotar los datos
enlazados, =i bien introduce costos computacionales y de
almacenamiento extras (ver seccion 3), son largamente
sobrepasados por los beneficios que provee la misma a las
aplicaciones inteligentes conscientes del contexto, por el
acceso a una gran cantidad de conocimiento.

6. Conclusiones

La extension de MiSCi con datos enlazados, provee un
middleware innovador para el manejo de datos enlazados en
un ambiente inteligente, aprovechando los datos generados
por laz distintas fuentes wa sea interna (sensores,
aplicaciones o ciudadanos) o externa (redes sociales, paginas
web, ete), para integratios para ser explotados. Ademds la
integracion permite aprovechar los datos externos para
enriguecer los intermos, lo que es una ventaja al momento de
arrancar un sistema. For otro lado, la capa de datos enlazados,
al aprovechar la informacion del entorno ¥ de los servicios
del MiBCY, le permite adaptarse a distintas circunstancias, es
decir, aprovecha la informacion del contexto del MiSCi para
responder a problemas y necesidades particulares, como se
muestra en los escenarios del caso de estudio. Por gemplo,
en dichos escenarios aprovecharia las ontologias
tax ondmicas que MiSCi posee, y sus datos enlazados, para
enriguecer el contexto en cada escenario.

Asmismo, este middleware tens la capacidad de
transformar y explotar la informacion obtenida, usando
distintos mecamismos inteligentes. Por gemplo, pusde
enriguecer ontologias existentzs en MiSCi puede generar
modelos de conoeimiento requeridos por los servicios de

MiSCi, generar datos para constwr modelos de
conocimiento para MiSCi, y recomendar informacion en
contextos de incertidumbre a traves de una inferencia hitwida
basada enlogca descriptiva/dialéctica.

En los cagos de estudio se muestra como el middeware
MiSCi orguesta los agentes para trabsjar con los datos
enlazados, v asi responder a las necesidades de la ciudad y
sus ciudadanos. En el escenario 1, se desaibe como
interactian los agentes para extraer y enniquecer los datos
desde las distintas fuentes, para que luego estos datos
etriguecidos sean vincuados y publicados como datos
etlazados. En el escenario 2, se observa com o se aprovechan
log distintos servicios ofrecidos por LDEA para explotar el
conocimiento obtenido de los datos enlazados. Enparticular,
esta mueva capa es vital en los procesos de actualizacion de
conocimiento, en los que van emergendo ontologias para
responder a situaciones imprevistas (emergentes) [1]. En
especifico, estas ontologias necesitan poblarse, v gracias al
servicio de aprendsr ontologia de LDKA se puede extraer
conocim iento proveniente de los datos enlazados del MiSCi,
cue petmita enriquecer dichas ontologias emer gentes.

Asi los elementos diferenciadores de nuestra propuesta
con tespecto a las anteriores, es cue explota diferentes
fuentes intemas y externaspara el enlazado de datos, y ofrece
wun grupo de servicios de gestion del conocimiento basado en
datos enlazados.

En trabajos futwos se desarollaran prototipos de los
distintos agentss vy procesos ivolucrados en el
etriguecimisnto y explotacion de los datos. En este trabajo,
en la seccion 3.2 ge hizo una especificacion general de los
agentes de esta capa, particularmente de sus caracteristicas
generales ¥ las tareas cue brindan como servicios en el
contexto de MiSCi. Ahora, bien, falta por definirle a cada uno
sus mecanismos de rezonamiento y sprendizaje, asi como
también, disefiar como represertardn sus conocimisntos.
Ademads, en trabajos futwos se haran desarollos paa la
extraccion eutomatica de datos desde las fuentes internas v
externas a MiSCi, parala inferencia hibrida basada enlogica
descriptiva/dialéctica, para la generacion de modelos de
conocimiento y generacion de datos (entrenamiento,
muestren, entre otrog), y finalmente, para el enniguecimiento
ontdlogeo. Para la implem entacion de los mismos, algunos
de los poblemas a resolver serd como redizar la
construccion automatca de la base de conocimiento y su
motor de inferencia para el sistema recomendador segin el
contexto, o como identificar el modelo de conoeimiento o el
conjunto de detos pertinente a una situacion dada, para el
contexto de aprendizaje automatico, entre otras cosas.
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8.3 Anexo 3.B: Automated Ontology Generator System based on
Linked data
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Abstract - In this work, an Automated Ontology Generator
System (AOGS) is developed to autonomously aeate and
populated ontologies based on the linked data paradigm.
ADGE generates cortext-specific ontologies and populates
these with information extracted from varous linked data
sources and pre-exising ontologies AOQGE allows reducing
the time and effort required to create an ontology, ensuing
consstency and aceuracy in the ontology, and that domain
experts to focus on ligher-level tasks such as ontology
refinement and evaluation. MEDAWEDE methodology is
used to develop AOGS, which is then applied to create
ontologies for COVID-19 and Energy. The quality of thess
ontologies 15 evaluated usng ecision, recall and fmeamue
metrics, which wyield walues between 0.9 and 0.7, The
ontologies are alzo walidated using Competence Questons,
Congistency, and Quality Validation methods, all of which
show gpod results.

Keywords -Emeiging Ontology, Luked Data, Algmment, Web
Services.

1. NTRODUCTION

The integration of knowledge from scattered data sources

iz a problem for its Hmely and effective exploitation when
making decisions Tlms it is relevant the integration of
information, & g, the ons that the sensors have collected in
advance, or that is stored in external data sowces such as
Ontologies and Linked Data (LD).

LD iz away of publishing data on the Web, 2o that they can
interconnect between them, allowing them to identify,
describe, connect, and relate the different elements on the Web
[1, 2, 3, 4] It povides a huge intercomected and
decentralized lmowledge base, which is readable by people
and machines, but requires services and applications that make
intensve use of all tlis knowledge [4]. LD mowvides a rich
source of semantc knowledgs since it identifies and describes
the web resowees and the different contexts inwhich they are
founcd

On the other hand for the automatic creation of omtologies,
it is necessary to hawve the ability to merge ontologes [5, 6],
since combimng the Imowledge distributed among several
ontologies will allow having a broader ontology on a specific
domainn It 15 also necessary to automate the extraction and
linking in the process of creating an ontology. For tlus we
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need to define a method that allows the extrachon and linling
of data from an internal and extemal source. This ivolves
several key steps. First we must collect relevant data from LD
sougces in a more efficient matmer. Mext, we must identify the
concepts and relatonships that are most relevant based on the
collected data and existing ontologies Then we can extract
ancd map the relevant data from LD to the ontclogy concepts
and relationships. Finally, the new ontology can be populated
with information from Linked Open Data (LOD). By
automating this process, we can save time and effort whle
creating more accurate and comprehensive ontologes.

The olyective of this work is to develop an AOGE that
allows creating and populating ontologes using the LD
paradigm. Similer wotks to our approach include Lod-Abog
[7], wiich is based on Natural Language Processing (MLF),
Ontod [3], which is based on ontologies, and [9], which uses
decision trees. Additionally, DeepCBRS [10] uhlizes recurrent
newral networks, while [11] 15 based on deep learning (DL),
anl [12] is based on NLP. They all by to budd ontologies
automatically veing a different approach Unlike these works,
o AOGE model swtonomousy [16] exploves and svaluates
concepts from other ontologies using the LD paradigm. In
general, the main contributions of AOGS are:

s An efficient and scalable ontology crestion approach
using mecharsm sto build and populate ontologies. Itis a
time-consuming  and  labor-intensive  task, and is
especially valuable for organizations or researchers who
need to create and manage large-scale ontologies.

*  Anamproved data integration approach, by enabling the
gystem  to  automatically identfy and link related
heterogeneous data sowces. This leads to faster and more
accurate data integration which iz critical for many
applications,  including data analytics and lnowledge
digcovery.

Thispaper is divided into the following sections: in Section
II, related works ave descrptive In Section III, the OAGES
architectwe is presented. In Section IV are instantiated two
case studies using OAGES: one for COVID-19 and another
for ensitgy management. Section V discusses the remits
preserting a buief discussion of imitationg, and a comparative
analyeis with related worlk, and finally, section VI deseribes
the conclusions.

I RELATED WORI

In this section, we present related works about ontology



learming approaches with LD. Then we make a comparative
study, and at the end, some discussion.
A Previous Works

In [13], the authors propose an ontology matching (OW)
system, named BERTMap, which can support  both
unsupervised and semi-supervised settings. It first identifies
mappings using a classifier based on fine-tuning  the
contextual embedding mode]l BERT on text semantics corpora
extracted from ontologes, then refines the mappings through
extension, md repairs them by utilizing the ontology structure
and logic. In [8], Straujums proposes the identification of
signficant concepts for a gven domain baged on a semi-
informal meta-ontology. This approach called ONTOG, is
ugeful for the development of a unified understanding of the
domain The steps are the development of a meta-ontology
ingtance appropriate for the domain to be digitalized, the
development of an intial ontology from the meta-ontology
ingtance, and the gadual breakdown of domain concepts that
appear in the initial ontology. In [7] is proposed LOD-ABOG
(Linked Ogpen Data approach for Automatic Biomedical
Ontology  Generation). LOD-ABOG  performs  concept
extraction uasing LOD and MNLP operations, and applies
telation extraction veing the Breadth first Search (BEF) graph
method and Freepal repository pattemns In [9], an emviclon ent
of Ontology Instances Using LD iz presented The system
entiche s an ontology i two phases. First it extracts new
ingtances and relations from a reference ontology of the same
or smilar domain  Second it wvalidates the possible
telationships between the onignal instances and the new ones
uang crawled data from the web search. Musto et a. [10]
provided an ontology enrichm ent approach from text, i which
the Web of LD, particularly DBpedia, is used They explored
DBpedia as backgound lknowledge to discover implicit
knowledge, from which new oitological relations, specifically
object properties, were inferred In [14], a methodology for
extracting concepts for a target domain from large-scale LOD
15 propossd to support the construction of domain ontologies.
It allows the creation of an imtial model of the doman
ontology, which defines entites by linking the LOD
vocabuwlary with technical terms related to the target domain
The entities are then used as a starting pont for obtaning
upper-level coneepts in the LOD.

On the other hand, Lamine et al [11] deal with concepts’
extraction using DL models and word embedding techniques
to automatically extract relevant concepts from lavge amounts
of textual data. Fow phases were proposed: the preprocessing
phase, the classification phase based on DL models, the terms
filtering phase, md the semantic emrichment phase to
semantically emrich the discovered concepts. While in [12],
the process of emrichment is summarized in three main steps.
In the first step, the wilization of NLP technigues to obtain
tagged sentences. The second step cuts down on each
extracted sentence to an SVO (Subject, Verb, and Object)
sentence. Finally, in the third step is emriched an imitial
ontology manually by adding extracted terms in the generated
SVO as new concepts or instances of concepts and new

relations.

E. Qualitative Comparisen
To provide a comparative study, we introcduce some

criteria:

+  Sowce: struchwed, semi-structred, and wmstuchwed
mput data;, other ontologies; LOD.

»  Methods: techniques used to treat ontologes such as
NLP, DL, etc.

+ Automation degree. The acquisition of knowledge may be
performed automaticaly, semi-amtomatically, oo with
users or experts.

*  Eesult a new ontology, an emriched ontology, o part of
anontology (concepts, axiom, mules, etc)

Table I show the companson with works whose objective
15 to enrichfcreate an ontology.

TABLEI
C OMPARTS O WIT H 0T HEE. WORTS
Soumce Tlethiod Femult Antoovation
71 (UMLSy®,  WPL Ontobgy Aatomate
10D ontolog v domam
[=] Textual Meta- relevant coneept Semu-
Dowain ontolog ¥ antormatic
] Felational decision taxonommes antomatic
databases trees
[10]  texial Feounent Itere artomatis
desenipion Waial reconmrend
Hetworls
[11]  texmaldata DL relevant artomati
concepts
[1Z]  Textual HFL selte1res; antormatic
dormain Suliject, Vet
aul Olbject
O Ontology S umlanty outology antomatic
AO  anllD and Fules erniched
(£

“UMLS Base- Unfisd Me dical Langinge System

While other woiks vse only one souwrce such as texts
otitclogies, or LD, QAGS uses ontologies and LD, Regarding
methods, our approach uses an algonthm to determine the
similarity betwesn concepts, and then relies on rules that
determine the level of cohesion of the concept with respect to
the postion in the ontology hierarchy. The biggest advantage
offered by ow method 15 its avtomation as it does not require
Iuman support to sslect the concepts that most closely relate
to the chent's need

Additonally, the other woiks partially obtain semantic
elements, such as tax onomies, concepts and senfences wlule
OAGS goes further and itegrates them. Finally, ow system
operates in an automatic manner in the whole process like
almost everyone.

III. GENERAL ARCHITECTURE OF AOGES

The architectwral design of owr proposal 1z based on the
cifferent stages of the MEDAWEDE methodology [2, 15].
This methodology gudes and specifies the constuchon of
services that allow the consumphon of sowces described as



LD MEDAWEDE is composed of six stages [2] 1
Spectfication. it analyzes and selects the omtological data
sources to be used 1 Modeling: it defines the database of the
area of study for the ontologies to be generated. i
Generafion: it executes the process of transformation
filtering and integration of the datain the created mtology. w.
Limkang: it associates the data of the created ontology with the
knowledge coming from the linked datasets. v. Publicafion: it
makes available the created omtology in different standard
formats. vi Exploifanon: it defines interfaces to access the
ontology.

A General Architechire of AQGS

The general architectwre of AOGE ig shown in Fig 1. [tig
compoged of three layers Inowledge Base Manager,
Enowledge G enerator Meanager and Web services Manager.
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Fig 1. Comrporent d.i.ag:raiu of a1y MEDAWEDE -based aclutechize.

*  Enowledge Base Mamager: it iz based on stages (1) and
(ify of MEDAWEDE. In our case, it iz in charge of
m anaging and storing the lmowledge of AOGSE.

s Enmowledge Generafor Maager: it iz bazed on stages (iif),
(iv) and (v) of MEDAWEDE . In owr casge, it controls the
processng of the knowledge of the previous layer, and
generates extendad ontologies with LD

e [Feb Services Manager: it 15 based on the stage () of
MEDAWEDE. In our case, it is in charge of receiving the
web requests made by the clients to ADGS, for example,

ontology generation service or knowledge source
m ANAEEm et Se1vice.
E Compenerts of the Enowledge Base Manager

The components described in this section allow the
management of the system's Imowledge base.

1) Onrological Database (OD): This component is responsible
for storing and making avalable all the knowledge that the
system has in order to generate ontologes for specific
contexts. The OD stores the classes, properties and relations of
the different ontcloges. This component is activated by the
rest of the components that nesd to manage system
information.

2) Source List (SL): This component shows a list of the
ontologies that are available in the system's knowledge base.
Thiz component iz actvated by Enowledge Sowrce

Maagement (KLEM) services.

3) Add Sowrce (AddS) It 1s responsble for extending the
lmowledge base available in the system to generate an
otology in a specific context. This component is activated by
the KEM services together with the ontology to be added to
the system.

4) Delete Sonpce (Del5): It is responsible for reducing the
lmowledge base available in the system to generate an
mtology in a specific context This component is activated by
KSM services together with the id of the ontology to be
deleted from the system.

C Components of the Enowledge Generator Managsr

Thig section degcribes the components that allow generating
the ontology of the context requested by the client

1) Base Ontology Creafion (BCC): This component creates a
base ontology with the concepts defined ag Search Terms. The
Seareh Terms are provided by the cient to obtain an ontology
of a specific domain These coneepts will be the oot nodes of
the ontology to be generated. In the following componsnts,
these base concepts will relate to the new concepts selected
and from the emriclm ent with LD,

2) Simalarity Search (55): This component finds the possible
otitclogieal concepts to add to the base ontology For this it
searches for the synotymes of the Search Terms, and compares
the Search Terms and their synonym s with the concepts stoved
i1 the OD, extracting the matches The result iz a list of the
concepts that matched the Search Terms and they synomyims.

3 Omtological Algnment (0A) This component is
responsible for the alignment of the ontdogeal concepts
obtained in 35, weighting the relationslips that exist between
the concepts found with the Search Terms and thet synonyms.
The weighting follows the next wles: 1. If a Search Term
petfectly matches the found concept, its score 15 maximum (1)
i. If a Search Term is partially immersed within the found
concept, 1.6 it 15 presented as a suffix or prefiz, its scote is
half of the perfect match (0.5 i If a Seawch Term is
completel v immersed as a subshing of the found concept, its
score will be a cuarter of the peifect match (0.25). Then, it
putishes with 0 a concept with no semantic relation to the
search terms Finally, it selects the concepts that meet the
acceptance threshold provided by the ontology recuester. This
threshold defines how severe or permissive the filtering of the
selected concepts is. The result of this component is a list of
concepts that will be integrated into the base ontology:

4) Strong Merging (SM): It integrates the concepts selected
from the ontologies managed by OD. Inthisprocess, it copies
the list of concepts selected within the base mtology,
considering the conceptual lmerarchies (parent and child
nodes, properties and relationships) present in each source
ontology. The result is the base ontology populated with the



corresponding knowledge of the 1equested domain

5) Data Linfang (DLi): It emrichesthe generated ontology with
LD, using the DEBEpedia Spotlight SErVICE
Chittps:/Aearw . dbpedia- spotlight orgh, which provides an LD
baged solution to relate keywords with related resource
identifiers in the Dbpedia knowledge graph Finally, the found
resowces ae linked to each concept in the ontology. For
example, when searching for "COVID", the service retums
http: fidbpedia. orgfresouce/COVID-19. Then tfhis response is
linked to the COVID concept of the base ontology.

6) Export Formats (EF): [tis responsible for transforming the
ontology emriched with LD to the format recquired by the
interface. Among the formats currently handled are JSON-LD,
RDF/XML and N-TRIFLES.

D. Componerts of the Web Sarvices Manager

An overview of the components that provide the different
services of the system is given below.

1) Enewledge Source Management (KSM): This component is
tesponsible for offering services to expand or recuce the
knowledge base managed by the system.

2) Ontology Generation (OF): This component is responsible
for activating the ontology creation process for a specific
context The result of this component iz the creation of an
ontology exploiting the ontologcal knowladge avalalle i the
aystemn and LD, The offered service receives the szearch
parameters such ag Search Terms, ontology generation format,
am ong others

£ Eshavier of AOGS
Our system presents two main behaviors 1) Knowledge

Management and 2) Knowledge Generaton This section
details each of them.

1) Evowledge Management

Objective: to list, add or delets the ontologies that are used as
a sowtce of knowledge managed by the system.

General description: The process shown in Table 11, starts
when the KSM web service receives a knowledge source
m anagement request withitsrequired parameters (Step 1),

TABLEI
T ACF.O- ALGOEITHN OF EW OWLED GE DA AGENEN T
Tiput: Type of request and 155 paraeteis
Pioceddue:
1. ESM processes the request.
2 ESM verifies the parameters of the request.
3 ESM activates the component comvesponding to the type of woquest.
3.1 Fitas bsted, ESM nroles 5L
311 5L requests the ontology listing fom OD.
32 Fitis added, IS nvokes Ad4dS with the ontologytobe added.
321 AddS requests OD fo add fle onolbogy.
33 K1t s deleted, ESM mvokes Dels with the ID of the outology tobe
deleted.
331 Dell requests OD to delete ID.
Chetput: Request Processed

In Step 2, KEM wverifies the parameters according to the
type of recuest. In the case of listing it does not recuire
additional parameters. In the case of adding the received
parameter is an ontology to be added to the system. In the case
of deleting the received parameter is anID of the ontology to
be removed from the system. Then IKSM activates the
component corresponding to the type of request (Step 3). If it
is to list the ontologies owned by the system, then KKSM
invokes 3L (Step 3.1).

Then, SL asks OD for the list of ontologies (3.1.1) If an
mtology must be added to the system, KSM invokes AddS
(Step 3.2). Then, AddS recuests OD to add the ontology to the
aystem (3.2.1). If the request ig to remove an ontology to the
aystem, then KEM invokes Deld (Step 33) Then, Deld
requests OD to remove the ontology from the system (3.3.17.

Thiz process allows keeping the knowledge managed by
ADGE up to date.

2] Enowledge Generafion

Objective: to generate an ontology with LD and the
ontologieal knowledge of the system, using search parameters
such ag gearch term g, acceptance threshold, among others.
General description: Table [II presents the Koowledge
Generation process, which starts when the OG web service
receives the request to create an ontology with the generation
parameters (Step 1), Then, BOC createsthe base mtology and
adds the Search Terms as root nodes (Step 2). In Step 3, it
generates a list of synonyms of the Search Terms. Then, 35
compates the Search Terms and thewr synomyms with the
cotcepts stored in OD (Step 4).

TABLE I

1 ACFO-AL GORITHM OF FOWLED GE GENERATION
Tiput Search Tenws, acceptance fueshald and oo logy formmathng
P ceduye:
1. OG processes the request.
2. BOC creates the base ontology.
3. 55 seaches for synoynes of Seawch Tans.
4535 compaies the search parame ters with the Jmowledge QD
555 generates the hist of matelhes with Search Tens and synovs.
6. OA weights the coneepts ob famed m the bist of matcles.
7. OA filters the comcepts that mest the mupplied acceptance floes hold.
5. 0A gererates the list of selected comepts.
9 5M ndegrates the selected corncepts.
10. DLi emiches the cntology with Lindked Data.
11 EF transfonms the ontology to the required foomat
Chetpret: Generated Ohtology

Then, 35 generates the lists of matches with the Search
Terms and theit synonyms (Step 53 InStep 6, OA weights the
relationslips that exist between the lists of matches with the
Search Terms and their synonyms (see section IILE 3. With
the weights, OA filters the concepts that meet the supplied
acceptance flweshold (Step 7) and generates the list of selected
concepts (Step 8). Finally, S integrates the selected concepts
mto the ontology (Step O. With the ontology bwlt, DLi
proceeds to search and link each concept of the ontology with
Imowledge available onthe web using the LD paradigm (Step



10%. As alast step, EF transforms the ontology to the required
format (Step 11). The result of these processss is an ontology
entiched with LD exploiing the knowledge available in the

system.

TV CASE STUDY

This section presents two application domains for the
ontology generator.

A Case Shudy 1: COVID-19

Al. Descrip tion. In this test is taken as a source of knowledge
the ontologies of the COVID-19 domaiy, wlich is an
infectious diseass caused by the SARS-CoV-2 wuus [15]
Table IV shows the ontologes linked to COVID-19 that were
selected from the ontology repostory
Lttps /bicportal binontaloey orgiontologies.

AZ. Knowledge Management. Thiz process presents the
loading of ontologies to the system as knowledge sowces for
the Knowledge Generation process. It executes the S web
service with its parameters a process that 1s repeated with
each ontology to be added to the system. Afterward, KEM
tecetves processes, and sxecutes the modules corresponding
to the type of recuest received (see steps 1, 2 and 3 in Table
ITy. For this cage, it activates the Add3 module (see step 32 in
Table IT), whichis responsitle for adding the ontology in OD
of the system (see step3.2.1 in Table IT).

TABLEIV
CNTOL OGICIES O COVID-19

i Outology Des criphon TEL

1 COVID-19 Omtolog y for Itcomane Jmowledge  UFRL'
Cases and Patient related to the pahbents
inftnmation (CODO). of COVID-19 (52

coneepts)

2 COVID-19 Swveillanes Iteontaive Jmowledge  URL?
Ontolegy (COVIDIS) related to the

swvelllance of
COVID-19 i primeny
car (52 concepts)

k| The COVID-19 Iifection s It contaiie Jmowledge UERL®
Dizease Ontology (DO related to infestions
COVID-19) dises e arud

COVID-19 (486
coneepts)

4 COVID-19 Ontology Itcontaims geneal URL*
(COVID-19) Jowledge of COVID

(2286 concepts)

5 WHO COVID-19 Rapad Itcontans Jmomledge  TRLH
Vemon CRF semantic data  aboat standardized URL™
model clivical data on
(COVIDCERFRAPID) COVID-19 (308

concepts)

cuorial biootolo sv.oreio
TUEL® = litps:/bimpetal bicontebgy ovgfontologiss iC OVID1S
TEL’= hitps://bio potal biootology. crglontologies IDO-COVID-19
TEL*= htips /bioportal binctology oiglontologies [COVID-19
UFL**= hitps:ihb iopoital bisonolog v org/ontologies(COVIDCRFRAPID
TRL = lttps /vodawoutology github 1o/

A3. Knowledge Generation. Tlis process gensrates the
ontology with LD. For thiz, the OG web sarvice is executed by
passing as parameters the Search Terms, the ontology form at
and the acceptance fhweshold. For example, Figwe 2 indicates

that the ontology will be generated in RDF/XML form at with
an acceptance threshold of 70% and the area of mterest of the
new ortology 15 "COVID" and "test".

Ontolagy Generator

Swnrch Tarme

#ccentarce Threshald

Fig 2 Gererahonierfacs.

The component 53, using the Search Terms, obtains their
synotyms (see step 3 1n Table [IT). For examgple, for "COVID"
was found "Coronavirus”, whale for "Test" were found several
synotym s such as "tial", "exam"”, "gquiz”, among others. Then
it carties out queries to obtain the ontological concepts of the
ontologies added to the system (see steps 4 and 5 in Table III).
Some of the possible results are "Untested for COVID-19",
"COVID-19 Diagnosis", "Tested for 2019-nCov (Wuham)
mfection". However, not all concepts will end up populating
the ontology since many of them are not semantically related
to the domain that was consulted. For instance, "intestine
cacer”, "assay sorestnsd antity" and “testis", therefore, afilter
of these concepts will be necessary.

Fig 3 shows some weightings between the match listings
(blue), and the Search Terms (dark greer) and their synonyms
(light greem) (see step 6 in Table III). For example, the
compaison of "COVID" from the list of matches with
"COVID" from the search term is perfect; therefore, its score
will be mazimum (1)

[
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=

i

IH]
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Fig. 3. Meightings between maich listings (blie) and 5 earch Tenmns (dark
green) and their synorrie (light geen).

In the case of the search term "Test", it iz partially
immersed insde the token "untest", with an added suffix (in
other cages, it can be presented as a prefix) ; therefore, ite score
is half of the perfect match (0.5). Inthe third case, the search
term iz completely immersed as a substring of the concept
presert in the lishng ("Test" in "mtestin') In this case, the
weighting 15 ons quatter of the perfect match (0 25) to punish
possble concepts with no semantic relation to the search This
is how it ig done for the rest of the concepts.

In summary, a concept whose label is "Tested for COVID-
19" swill seore higher than one whose label i "Study for
COVID propagation”, since inthe first case it refers to "Test"
and "COVID" at the same tume, while in the second case, only



"COVID" is referred to. After weighting the concepts that
meet the acceptance threshold defined are chosen (sse step 7
in Table III). For thus case, 70%, is the threshold, and the
remit iz a list with the selected concepts (see step 2 in Table
11I).

With the base ontology integrated with the selected
concepts (see step 9 in Table III), the LD paradigm is used to
search for concepts that may be equivalent to the concepts of
the generated ontology (see step 10 in Table IID), in order to
create new concepts in the ontology with external informaton
Fig 4 shows the lnk between the COVID concept of the
ontology atwd the COVID concept of DBpedia

httn-iidhpadia nrgiresnnreal
Fiz. 4. Lnlang ovtology concepts with extemal linked data souices.

Finally, the new ontology is transformed to the recuired
format (ses step 11 in Table IIT), in this case to RDF/2ML
(see Fig. 5).

Aoy | teate® s

sowtOnbalegy rdf:sbeuts"covid
ccrians rifancu= " (1
rlfaaublassOn
rf =" hiy semant cwehuor g cininfioovid 1 FAOW L Rs: 00000000312 >

on pe= "t e Lokt ary orpfobo/BR0 DOD00S!

refrensaree=" it Larg POI0NT i #hiathing /=

Fg 5. Ounology geresated and published m the EDFZML founat.

E. Case Snudy 2: Ener gr Management

B.l. Description. In this test, Ensrgy Management has been
taken as the knowledge domainy, whichis the sst of processes
and actiong that allow optimizing ensrgy consunption [17].
Table V shows the ontologies to be used:

TABLEV

QT OLOGIES OF EWERGY M ANAGENENT
" Ontolosy Descnphon
1 ASFECT Thus 15 a tasmomomy of vanables,
pararreters, and constants wsed m the
wind ere1gyconmmnty.
Winel energy taxonorny of extemal
conditions.
Wind energy matenals taxonomgy.
Wi Ereigy Taxonomy of Activities .
Wind Ereigy Taxovoony of Iodels

Vocalularyused to descub e clean
elelgyactons, piojects and
teclunlogles.

EEFS A (Energy Efficency Prediction
Sermantic Assistud) Ontolog yaims o
caphae Jmow ledge related 1o
bulding s, sersing aud achiahng
devices, and thenr cones ponding

ch zervations and actations

I the EElms/Enegy@home extension
of SAREF (5 mart Applications
FEFaence) fin the 3 mat Erergy
dormam

I an extersion of 5 ARET for the
typologyof sys tems and thenr
intereornechons (sdsyst), defines
Swters, Comrec o beteeen
systens, and Cornec ion Points at
whichsysteme maybe comected.
SEAS (Smart Erergy Avraie 5 ystens)
pmoject. It has the deseription of
elemhiicity meamiemends of asite

ws mg the Data Cube W3C vocabmlaiy.
The SEAS Buldig ontolegy
deseribes a taxonomy of ld mgs,
Tuilding spaces, and 100w .

Ths ortology 15 specialized melectne
eIRIEY, power comections, efe.

]

EXTRACT

WEAR.
WEAVE
DEM

REEGLE

[= R )

1 EEFSA

8 SAREFAEE:

9 SAREF4STS
T:

URL"

11 SEASBO TRL"

12 SEAS-5YS URL"

13 TORO This ortology covers the
topograplical svtibes amd
admshative boundanes of a
tenitory, smich & rabway bnes, pablic
and private rarsponts, wrban and mial
roads, energy mones, muucipality
delnmtations, ete.

IoT-0 15 a core domain of hterret of
Thung s ontelogy. It s intended to
model knowledze dontloT systans
and applicrations.

14 IeTO

TUFL'=
Littps: i 1oportal bioonbolog v.cog foodologres /A5 PEC T p=mmmmay
TEL’ = https /bio portal binontology crglovtologies [EX TRACT
TEL’= https /b iopoital b icontolog yoig fondologies WE ARST p=murmuary
TFL'= hitps /b iopoital b iccatelog v.oug fouto logies TWE AV
TEL’= hitps /b iopoital b icontoles v oz /oo logies IDEMS? pesurmmary
hitps Jow inkedd ata es/d atase tlowvrocabsiresgle
hitps Jlov inledd ata es/d atase tlowvocabsfeepsa
UERL*= hitps Jow hnledd ata esid atase tlov'voe abshs 4 ener
TEL"= hitps:/ow linkeddata es/dataset o wrocab slsdsys t
TEL'"= hitps J/ilov livkedd ata es/datasetlovivocabs fseas
UERL'' = hitps /lov lndeddata s/l atase tlovivocd siseasho
TEL"*= hitps #/lov lindkeddata es/dataset/lovivocdi siseass ys
TUFRL'' = ltpe /ilon linkeddata es/d atasetilovivons sfopo
URLY =lttps #ow lndee dd ata.es (datasetlovirocabsfioto

B2. Knowledge Management. [t runs the IKKSM web service
with each ontology to be added, this process is carried out by
the Adds module (see step 3.2 n Talble II).



B.3. Knowledge Generation. Fam the OG web service using
the Search Terms "Energy" and "Managem ent" as parameters
the RDF /XML ontology format and an acceptance tolerance of
T0%.

Then, it searches for synonyin s of Ener gy and Managem ent
(#ee step 3 in Table III). For example for Energy iz found
"power", "electricity", "wvoltage", "conductivity', among
others. In the case of management, it found "admimstration”,
"operation”, "control”, " govemance”, among others.

Once the Search Terms and their synonyms are avalable, it
proceeds to extract the ontological concepts from the
ontologies in the system and weights each one of them (see
steps 4, 5 and 6 in Table I1I). Then, it selects the concepts that
exceed the acceptance threshold (see steps 7 and & in Table
IIT). Table VI shows a small samyple of the selected concepts,
with their respective similarities to the Search Terms.

Now, our system proceeds to look for concepts using the
LD paradigm that can be equivalent to the concepts of the
generated ontology (sse step 10 in Table I, For example, the
concept "Management" ] associated with
"hitp//dbpedia.orgfresowceManagem ent”, "Energy"  with
"hitp://dbpedia orgfresowceEnergy’, "Energy management”
with "http: /fdbpedia or gt esousce
/Energy management","T otal electrical energy use per capi
ta_(k"Wh'year) (supporting_indicaton)" with http /idbpedia.org
Sresource/Electric_energy consumption, among others.

TABLEVI
SELECTED C 0N CEFTS AND THERF: SIMILARITY VALUEWITH FESFECT TO THE
A RCHTERMS.

Concept Evergy  Mamagemwent
Total_elechical ereigy nse per capia [k
Whivear) _{ sapportvg,_ndrator) 71565 10
Lrerage_mmber of elechica mitenuphon 602 10
s_per_customer per year (mupporbng_mdn
cato1)
Thanber_of persona mtornobiles _per cap 228 21
ifa_(core_indicabon)
Percentage_of_city popilaton with potabl 214 209

e_water_mupply service_{cor_indicator)

C. Ontology Evaluation Methods

This ssction presents tlwee omtology evaluation methods
[20, 21]:

o Consistency Falidation using Frofégé: to veify the
consistency of the generated ontologies in terms of their
hierarchical and axiomatic structure.

o Apwlicaion of Compefence Questions: to verify the
amount of information that was obtained from the
ontology sources and the concepts that were erriched by
LD.

o Oudity TValidafion fweugh Mefrics: to determine the
precision recall and F-measwe of the aligmment of the
extracted concepts with respect to the Szerch Terms and
of the concepts sntiched with LD,

C.1. Consistency Validation using Protégé

The Protége Pellet teasoner evaluates the consistency of the
ontaloges, verifyng the problems of inconsistencies in the
relationships of the classes, properties, and individuals present
in the generated ontology by our system [22]. If any emror
occurs, then it stopsthe tests, and the reasoner is not activated.
The reasoner checks the hierarchy of classes and properties,
i.g., it checks the levels and dependencies between classes and
properties. Furthermore, it checks the assertions of classes and
properties for ambiguities between them.
C.2. Application of Competence Questions

Since there are no ontology inconsistency problems the
competency questions can be run for each ontology in Protége.
These questions are focuged on the answers that a user wishes
to werify when cquerying the ontology [23]. In this research, the
competency cuestions check the number of concepts that are
added to the ontology through the generator system. The
competency questions are presented below:
s Q1 Concepts from ontological sources.
e Q2 Concepts rom LD,
¢ 03 Concepts hinkedwith LD
o (4 Concepts associated with sach Search Term from

Ontologies.
s Q5 Concepts aggociated with each Search Term from LD,
s Q6 Concepts associated with each Search Term linked
with LD

C.3. Quality Validation thyough Metrics

The most common ontology quality validahon metiics are
based on the classical meamues of Information Fetrieval [24,
25], sach as Preason Recall Accuracy, F-measmue, among
others. All these measues are based on the confusion matux,
which 15 divided into fow groups Tiue Positive (TF), False
Positive (FF), False Negative (FI) and True Negative (THN). In
this research, we will measwe the precison recall and F-
measue of the gensrated ontologes by validating the quality
of the aggregated concepts coming from ontology sources and
LD. Precismon metne 15 defined as the ratio between the
munber of correctly classified items and the total number of
selected ttems [25], in other words TPATP + FP). Recall is
defined as TPATP + FI), and F-measwe as (2 * Precision *
Fecall) / (Precision + Recall). On the other hand, to use this
metric, it 1% necessary to have the comrectly classified items. In
our caze, suchitems are mamally selected and classified by an
expert.

D Ontelegy Evaluation

D.1. Consistency Validation using Protégé

Fig 6 andFig. 7 show the ontologies created in cases 1 and
2. In both figwes the Pellet reasoning of Protége was
activated to validate the consistency of the ontologies, and as
shown in the terminal, it did not present consistency problems.
It can also be observed in the figures, that the class hierarchies
that compoge each omtology are displayed with the option
"Inferred". This indicates that the reasoner is achive and
without errors. Otherwize, "owlThing' would be displayed



without the class hierarchies that compose the ontology.
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Thue, in thiz case, Protége does not detect any kind of
inconsstency in the generated ontologies, and is capables of
using them in inference processes that one wants to do with it
and the built ontologies.

D.2. Application of Comp etence Questions

To perform this validation, the competency cuestions must
be tansformed to DL Query or SPARQL Query to be
executed in Protége. In ow case, the Competency Questions
will be transformed 1o SPARQL Query.

Table VII shows the results of the different queries executed
for each ontology generated For example, 1 cass 1, Q1 shows
that 105 concepts were obtained from the ontologies used as
sources in the generating system. Q2 imdicates that 30
concepts were obtained from the LD, this means that the
remiting ontology integrated 30 concepts that were extracted
from LD . O3 indicates that these 80 concepts were linked to
52 concepts of the ontology. Regarding the same example, ut
associated to the search term COVID, Q4 indicates that 76
concepts were taken from the ontologes vsed as sowces Q5
indicates that 58 concepts were obtained from the LD and Q&
indicates that these 58 concepts were linked to 38 concepts of
the ontology. This means that various LD concepts are
associated with a concept of the ontology.

In case 2, the analysis is similar, only the number of
concepts varies For example, in Ql, 225 concepts were
obtained from the ontologies that the system has in its
knowledge bage, andin Q2, 201 concepts were obtained from
LD In general, in cage 2, itwas possible to create an ontology
with glightly more than bwice asmany concepts agin cage 1.

TABLE VI
CONCEPTS OBTAINED IN EACH ON TOL OGY GENEFATED ACCOFDINGT O THE
C OMPETENC Y QUESTIONE

CasE1 CasE?

Q1 105 225

& o) 201

03 = £

of [_covip 6 enerey 196
et 56 Tedegemert 184

o |_covip B enerey 157
et 5 management 180

6 | coviD 38 energy 95
et = x 57

D.3. Quality Validation threugh Metrics

Table VIII shows the results obtained with the Precision
(P), ERecall (R), and F-meamuwe (F) metrics in the two
generated ontologies. For this calculation, the precision recall
atl F-measwe are meamued in two important processes
within the generation., onthe one hand, the concepts obtained
flwough the omtologies stored in the lnowledge base of the
aystem, and on the other hand, the concepts obtained tlyough
LD, In addition an expert iz required to anayze each
extracted concept to determine whether it matches the comtext
requested by the client (see section IV .C.3).

TABLE VIII
RESULTS OF THEQUALTY VALIDATION OF THE (RWERATED ONTOLOGIES
CasEl CasED

Proxrsses

P R T P R i
Triolegy | 00056 | 088 | 08071 " 3
bl A 3 o | oses | osese | 07547
£l DESLL 03 [ 0SS graing | 0.ma13 | 07cses
AVERAC | GE01 | 0086 | 0% | gmame | DEEE | 0705
E 25 0 5 7 5 5

Inthe first process, the concepts are obtained from ontology
sources that the system hag Specifically, for case 1, a TP of 43
concepts (e.g. COVID-19, Tested for 2019-nCoV "Wuhan
infection, ete) and FP of 5 concepts (e.g data analysis
operation, phiysical examination finding among others) were
obtained, which gves a Precision of 090366, Regarding
Fecall, an FIT of 6 concepts (e.g, signs causs, and mortality)
was obtained, giving a Fecall of 088839, Uaing Fecall and
Precision an F-meamwe of 0.89719 waz obtained. For caze 2,
a Precision of 069524 wags achieved, since a TP of 73 (2.2
Energy Indicators, Ensrgy consumption of public buddings
per year KWhan2, etc) and FP of 32 (e.g flow-head, logic
operation, etc) were obtained With an FN of 15 concepts
(eg  Thermodynamics, Elschicity generaton  and
Photovoltaic effect), a Fecall of 0.82954, and anF-measwe of
0.75647 were obtained.

In the second process, i1t emiches the concepts with
mformaton from the LD In both cases are obtainsd very good
results in the different metrics: Precision (case 1 085519 and
case 2: 0.74104), Recall (case 1: 0.90232 and caze 2: 0.79413)
and F-measure (case 10 087812 and case 2: 0.76666). These
precisions, recalls and F-measures were caloulated by
averaging the metics obtained in the emichment of sach



concept of the ontologes, since sach concept of the ontologies
can be associated with several concepts atranged asLD .

Finally, the generated ontology 15 composed of two main
processes: onthe one hand the concepts coming from the base
ontologies of the system, and on the other hand, the concepts
coming from LD In other words, the metric of each generated
ontology is the average of that metric in both processes. For
case 1, it obtained a Precision of 0880425, a Recal of
0895605 and an F-measwe of 0287655 For case 2, it
obtained a Precision of 071814, Fecall of 0811835 and F-
measwe of 0761565 In both cases the results were very
good.

Something important to comment is that our approach 1s
wery easy to uge in any application domain, it only depends on
choosing good search terme to start the process It is very
important in domaing where there are m any data sowces, such
ag the educational field [18], and in general what the Internet
of Things offers us [19].

V. ANALYEIEOF RESULTS

In this section, we analyze the behavior of ow system in
different contexts, discussingits advantages and limitations. In
addition, we compate ow approachwith different works using
the metrics that sach system has.

A Analysis
approach

of capacifies and Iimitafions of owr

ADGS exhibits diverse practical applications, enabled by its
automated ontology areation, use of base ontologes, and LD
sources. For instance, in Natural Language Processing (NLF)
Applications, AOGE can be used for sentiment analyss,
chatbots,  and text summarization enabling precise  and
context-aware language processing In the Biomedical
Domain, AOGSE creates up-to-date Womedical ontologes
benefiing medical research, drug discovery, and decision
support  systems. In Ecducation and E-Lemning AOGS
facilitates personalized leaming experences through content
recommendation, and educational analytics on e-learnng
platforms In the Informaton Retreval, A0GS conbributes o
the Semantic Web, inproving web content understanding and
information retrieval for ueers In Business and Industy
AQGE generates doman-specific ontologies, enhancing data
integration and organzationa knowledge management

Howewver, AOGHE faces challenges that impact its
effectiveness. For example, the cuality of LD can affect
system performance. Inaccwate or incomplete infommation
from LD sowrces can introduce inconsstencies and affect
ontology cpality. Changes or woavailability of LD soweces
may lead to outdated or incomplete omtologies. Data privacy
and secwity concems arse from integrating  sensitive
information from LD sources into ontologies. Proactive
measwres, like data quality assessment and regular updates
and privacy safeguards, such as anomymization and data
access controls are essemtial to mitigate thess tlweats and
enhance the credibility and utility of AODGE-generated
ontologies.

On the other hand, AQGS's dependence on LD sowces may
pose difficulties in integrating and comprehending ontologes
i different languages leading to potential inaccuracies or
mconsstencies in the generated ontologies Addvessing the
challenges associated with ontologles in languages other than
English requires a combination of teclnical solutions, cross
cultwal collaboration, and user-centric approaches. Moreover,
the complexity of the generated ontologies could be a
drawback, as large and inticate ontologies might be
challenging to manage and interpret.

Furthermore, the evalvation of AOGS's perfoimance is
curently based on oa limited set of evaluation metrics
Expanding the evaluaton metrics and concducting more
comprehensive testing would be beneficial in ensuing the
reliability and effectiveness of AOGS.

B. Quantitafive Comparison

Inthis section, we compare the results obtaned with woiks
i the literature. For this purpose, our approach uses the same
metrics as other systems (see Table XD presented in the
papers [7], [10], and [12]. When compating o work with
regpect to their metrics it iz obgerved that ow F-Measwe
metric far exceeds the result of the rest of the works, with the
excephon of [12], where mimmal differences are observed.
For example, when compared with the metrics obtained in the
generation of the ontology of case 1, ow system gives better
wvalues in the Precison Recall and F-IMeamwe metrics, and
when comparsd with o ontology generated in case 2, [12]
givesbetter values in the Precision and F-Measue metrics.

TABLE
COMPARATIVE AW ALYEIS WITHFREVIOUS WORK USING THE 5 AMEMETRICS
A5 OUR. APFROACH

i METRICS
FRECTEION FECALL F-MEASURE
[7 % x 058
[10] = = 065
[12] 083 075 078
Cur AOGS's cae LOEE case 1089 case 1088
case 2: 071 case 2:08] case 2:0.76
Vi CONCLUSIONS
A mystemn architectwe was implemented to  generate

ontcloges for a user-specified comtext. The architectwse
extracts concepts from two types of sowces. Firstly, concepts
are extracted from multple base ontologes relevant to the
reuured area. Secondly, concepts ae extactsd from LD
souces to popular those obtained from base ontologies. Two
macto-algorithms were developed to manages knowledge and
generate new lmowledge. Both algprithms operate within
AQGE, which was customized into three layers: Knowledge
Base Manager, [nowledge Generator Manager, and Web
Services Manager.

ADGE has successfully generated acceptable otologes in
various domains, incduding ensrgy and health, demonstrating
progress in awtomating the creation and population of
ontcloges in these areas. Thus AOGS has proven to be useful



in situations whete a compact view 15 destred in a domain In
general, good precision, tecall and F-meamue were obtaned in
both cases.

While AOGS offers many benefits, including 1educing the
time and effort required to create an ontology and enswing
consistency and accuracy in the new ontology, there are also
some limitations. These include itz dependence on LD
sources, the potential complexity of the generated ontologies,
and the use of a limited set of evaluation metics. Despite
these limitations, AOGS represents an important step towards
automating the process of ontology creation and could have
m any applications in areas.

In the context of future work, the focusis on enhancing and
extending the capabilities of AOGSE. One important aspect is
the development and implementation of an ontological web
application that allows external applications to conswme and
utilize the generated omtologes This would mcrease the
ugability and accessibility of the ontodloges produced by
AQGE. Additionally, the creation of an mutomatic tool for
indexing and comparing data sources 18 essential. This toaol
will sid in identifying similanties and comelations between
different data repositories faclitating the generation of
ontologies that link information from diverse sources in a
unified structurs.
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Resumen

En los ambientes intelizentes (p.gj. cludades intelipentes) se presentan problemas muy diversos gue
deben ser atendidos inme diatamente. por lo tanto, estos ambientes deben generar conocimiento que
les permitan responder a esas necesidades particulares, aprovechando la informacion del contexto
(e].: datos historicos, medicion de sensores, descripcion del problema, entre otras) Como propuesta
para la generacion oportuna de estas bases de conocimiento, en este trabajo se desarrolla una
argquitectura que permite crear y enriguecer ontologias emergentes de forma autdnoma, usando como
insumo el paradigma de Datos Enlazados. que son estructuras de datos gque se vinculan unos con
otros para servir tanto a usuarios humanos como a otros sistemas dentro de la web semantica. En este
trabajo se especifican los servicios que ofrecen la capacidad de generar ontologias emergentes segin
el problema gue se presente. buscando aprender los distintos axiomas (conceptos o propiedades)
de las estructuras que posean las fuentes de Datos Enlazados empleada. Luego, estas ontologlas
creadas son enriquecidas/pobladas con la informacion que se extraiga desde las distintas fuentes de
datos enlazados paraser devueltas al sistema solicitante de forma automatica. Para el desarrollo de
este trabajo se usa la metodologia MEDAWEDE, que permite especificar esta arguitectura, v guiar
la construccion de los servicios para consumir las fuentes descritas como datos enlazados. De dicha
metodologia se utilizan sus seis etapas: 1. Especificacion: para analizar v seleccionar las fuentes
de datos ontologicas a usar. ii. Modelado: para implementar la base de datos ontologica del area
de estudio de las ontologias a generar. 111, Generacion: para realizar el proceso de transformacion,
filtrado e integracion de los datos en la ontologia generada. iv. Vinculacion: para asociar los datos
de la ontologla generada con el conocimiento proveniente de los conjuntos de datos enlazados. v
Puhblicacion: para poner a disposicion la ontologia generada en los distintos formatos estandares.
vi. Explotacion: esta etapa se considera porgue esta dedicada a definir interfaces para acceder a
la ontologia. Finalmente. el articulo presenta un caso de estudio enfocado en mostrar el proceso de
generacion de una ontologia emergente en el area de la pandemia del Covid-19. donde se aprovecha
la informacion disponible en la Internet a traves de ontologias preexistentes v fuentes de datos
enlazados.
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Abstract

In smart environments (e.g.. smart cities) there are very diverse problems that must be addressed
imme diately: therefore. these envivonments must generate knowledge that allows them to respond
to those particular needs, taking advantage of information from the context (2.z.; historical data.
sensor measurement, problem description. among others). As a proposal for the timely generation
of these knowledge bases in this work an architecture is developed for allows to create and enrich
emerging ontologies autonomously, using as input the linked data paradigm, which are data
structures that are linked to each other. to serve both human users and other systems within the
semantic web. This work specifies the services that offer the ahility to generate emerging ontologies
according to the problem that arises seeking to learn the different axioms (concepts or properties)
of the structures that the linked data sources used hawve Then. these created ontologies are
enriched/populated with the information that is extracted from the different linked data sources.
to be returned to the requesting system automatically. For the development of this work the
MEDAWEDE methodology is used. which allows specifying this architecture. and conducting the
construction of services to conswume the sources described as linked data Its six stages are used
from this methodology: 1) Specification: to analyze and select the ontological data sources to use. i1)
Modeling: to implement the knowledee model of the study area of the ontologies to be generated.
iii) Generation: to carry out the process of transformation, filtering, and integration of the data
in the generated ontology. 1v) Linking: to associate the data from the generated ontology with the
knowledge from the linked data sets. v) Publication: to malke the generated ontology available
in the different standard formats. The exploitation stage is considered because it iz dedicated to
defining interfaces to access the ontology. The article also presents a case study focused on showing
the process of generating an emerging ontology in the area of the Cowid-19 pandemic, where the
information available on the Internet is used through pre -existing ontologies and linke d data sources.

Keywords: Migration, immigration, social work, human rights, border.

Introduccion de objetos ¥ relaciones interactiian
de forma consistente v coherente Es
La integracién del conecimiento a decir, un conjunto de axiomas légicos

partir de fuentes dispersas de dates,
es un problema que se tiene para el
funcionamiento oportune v eficaz de
Ambientes Inteligentes (AmI) ala hora de
tomar decisiones. dado que requieren de
cenecimiente que le permitan garantizar
que la respuesta sea acorde al dominio
que se les plantea Para ello. estos AmI
requieren de datos que generalmente
son tomados desde sensores dispuestos
dentre del ambiente. Sin embarge. dentre
de estos Aml se requieren a su vez
informacién histerica relevante; es decir,
aquella que los sensores han recclectade
con antelaciéon o que esta albergada en
fuentes de datos externas come son las
Ontologias v los Datos Enlazadoes.

Segun [1].[2].[3] una ontologia es la
representacion del conecimiento sobre
un deminio especifice, donde un cenjunte

disefiades para explicar el significade
previsto de un vecabularic que pueden
ser procesade por maquinas para usarse
en algunos tipos de aplicaciones [4], [5].
[6].[7]. Asimismo, los Datos Enlazadoes.
segin [8] describen una ferma de
publicar los dates estructurades para
que se puedan interconectar entre
ellos Los autores. a su vez citande a
[9] afiaden que los Datos Enlazadoes
describen un conjunte de practicas para
publicar, compartir ¥ conectar piezas de
datos, infermacién v conocimiento en la
Web Semantica, usando identificadores
URIs v EDF para describir los recursos
publicades.

Por otra parte dade que estes AmI son
un entorno donde coexisten las personas
conlasmagquinas de unamaneracémoda
e imperceptible v estas se ponen a su

Mimulo Fesc 12 (24 ) mo. 515 Tulio- Diciembre 2022, IS5H 2216-0353, 2215-0388 8



Maoritza Caroling JaimesMirgees, Junn Carlos Chaparro-Eodrigeez, Losra Mataly GalvisVelasdia

servicioparafacilitarleslavidayhacerlas
méas agradable. en donde convergen
computadores ubicuos incrustades en
objetos  cotidianes.  comunicaciones
inalambricas entre ellos interfaces de
nueva generacién, sensores biométricos,
agentes inteligentes  sistemas de
personalizacién, entre otras cosas, se
requieren de Servicies Web dispuestes
a responder las necesidades que se van
generando en estos ambientes.

Los Servicios Web son aplicaciones
auto contenidas ¥ aute descriptivas
que pueden ser alojadas publicadas e
invocadas a través de la web [10] [11]
Con esto. los autores definen un servicio
web como un ohjeto de software que
puede ser ejecutado a través de internet
usando protecelos estandarizades con
el fin de cumplir tareas funciones o
ejecutar procesos completos de negocio.
Por otro lade, sirviendo de complemento
a la definicién anterior, en [12] explican
que los servicies web, ¥ en general las
arquitecturas orientadas a servicios,
son tecnclogias que emergieron cemo
eleccién al querer implementar sistemas
distribuidos a través de la modularidad.
(fracias a esto, el negecio se divide en
pequefias funciones especializadas que
se publican come servicies.

Actualmente, existen diversos trabajos
erientados a respender a estos v otres
problemas relacionades con los Aml
[13]. El primero de estos trabajos
[14] propone un nueve método de
enriquecimiento de ontolegias a partir
de extraccién de concepteos. Este procese
semi automatico puede exportar datos
enlazados minando textos sin importar
su lenguaje. estilo o dominio basado en
redes neuronales [15] Por otro lado,
otro trabajo [4] detalla el use de dates
abiertos para impulsar la innovacion v

el crecimiento econdmice de ciudades
inteligentes: por lo que proyectan una
arquitectura que sirve como mediader
entre la explotacién de dates abiertos
v la generacién de conocimiento [16]
destaca la impeortancia que tiene la
metadata dentro del munde de les
dates enlazados al momento de publicar
datos enlazadoes de manera completa ¥
consistente. En otro orden de ideas, con
una tematica similar a la del proyecto
actual les auteres de [17] muestran
la importancia para manejar los dates
enteros de una ciudad en forma de datoes
enlazades Propenen una metodologia
para lograr la homogeneidad de los
dates. utilizando técnicas de regresién
como estrategia para depurar los dates
incluyendo datos enlazadoes integrades.
Asi misme, en [18] propenen crear v
poblar ontologias a partir de textos
ne estructurades. Su metodologia
consiste en la utilizacién del contexto
para mejorar la comprension del texto
de entrada basdndese en la busqueda
v analisis de grandes conjuntes de
datos enlazades Finalmente en [19]
se propone un framework para la
integracién de ontologias, donde se
identifican términes cemunes para
extraer datos distintas
fuentes para relacionarlos dentroe de
una misma ontologia

similares de

asi la
los

Se plantea hipétesis que
aprovechando principios  de
desarrollo de la web 30 es posible
hacer que este conocimiento sea de facil
acceso para los sistemas inteligentes
nueves v actuales. Para lo cual se
genera la siguiente interrogante ;Cémo
desarrollar un servicio web que permita
crear ¥ enriquecer ontclogias de forma
auténoma usande fuentes de datos
enlazades para que sirva para la tema
de decisiones en AmI? jDe qué manera
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generar ontologias de forma automatica,

a partir de dates enlazades en fuentes
publicas?.

A continuacién, el articulo en su
Seccion de MMateriales ¥ métodos se
describe el disefie de la arquitectura
computacional propuesta para la
creacion vy enriquecimiento autematice
de ontologias apartir de datos enlazados
siguiendo la metodologia MEDAWEDE.
Enla seccién de Resultadeos v discusién,
se presenta un caso de entorne en el
dominio del Covid-19, donde se presenta
el uso de la arquitectura Finalmente
se dan las Conclusiones en torne a los
resultadoes.

Materiales y metodos

El disefio arquitectonico de la propuesta
se basa en la metodologia MEDAWEDE
[20], que permite especificar v guiar
la construccién de los servicios para
consumir las fuentes descritas cemeo

datos enlazades La metodologia
tiene seis etapas: 1 Especificacion:
para analizar v seleccionar las

fuentes de datos ontolégicas a usar

i1 Modelade: para implementar la
base de dates ontelégica del Area de
estudio de las ontologias a generar iii
Generacion para realizar el proceso de
transformacién, filtrade e integracién
de los datos en la ontologia generada iv.
Vinculacién: para aseciar los dates de la
ontologia generada con el conocimiento
proveniente de los conjuntos de datoes
enlazados v Publicacién: para poner
a disposicién la ontelogia generada en
los distintes formates estindares wi
Explotacién: esta etapa se considera
porque esta dedicada a definir interfaces
para acceder a la ontologia

La arquitectura de la seclucién esta
constituida por tres capas (ver figura 1)
La primera capa, denominada Servidor
Web, se encarga de recibir las peticiones
web que realicen los clientes. La
segunda capa. Explorador de Recursos.
consulta los diferentes repositorios de
Dates Enlazados a partir del dominio
selicitadoe per el cliente La terceracapa
Generader Ontolégico. procesa los datos
delacapaanteriorygeneraunaontelogia
extendida con Datos Enlazados segtin el
conocimiento solicitado.

! i
¥ Sarvidor web S
Exploneisn
f
L Gesliin de faentes J [ Ganaracitn de crenlagias }
e e <7 = L3¢

2 Explorader de 3 ~
f: Tscumon % / Generador ontoldgics \

Figura 1 Diagrama de componentes de nuestia argquitectula hasda en MEDAWEDE.
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A continuacién, se describe con més
detalle cada une de los componentes de

las capas de la arquitectura

Capa Servidor Web.

Esta capa estd compuesta por las
interfaces (Gestién de Fuentes v
Generacion de Ontologias. La primera
interfaz de Gestion de Fuentes tiene
como objetive ofrecer tres servicios:
afiadir, eliminar ¥ listar las fuentes de
dates. La segunda interfaz tiene peor
objetive ofrecer el servicio que genera
la ontolegia enriquecida con Datos
Enlazades explotando el conocimiento
dispuesto por la primera interfaz.

Capa Explorador de recursos.

La capa del Explorader de recursoes
estd constituida per les componentes
de Especificacion v modelade En
el componente de REspecificacién se
gestionan las ontolegias como fuentes
de conocimiento, donde se seleccionan
v consultan les cenjuntes de dates
en los repositorios disporibles va sea
localmente o desde Internet En el
componente de Modelade se genera
una Hase de Datos Ontolégica (BDO)
a partir del conjunte de entologias del
componente anterior.

CapaGeneradorontologico.Estacapa
estd conformada por tres componentes:
El compenente de (Generacién de
WVinculacién v de Publicacién (ver
Figura 2) En Generacién se consultan
conceptos ontolégicos a partir del
dominie solicitade, para poblar una
ontelogia nueva que serd el resultade de
la alineacién v mezcla del conjunto de
ontologias de la BDO que correspondan
ala consulta

o T

[ Hineacin | Fee—
| e -—hl Mozcia tusris
LY

kS

Figura 2 Componentes Capa (renerador Ontoldgies.

A continuacién, se describe con mas
detalle el proceso: UUn primer paso
consiste en la blsqueda de similitudes,
donde se reciben los términeos de
bisqueda que se usan como criterio para
la consulta a la BDO v se seleccienan
los conceptos ontolégicos que contienen
estes términes.

El siguiente paso es la creacion de la
ontologia base que corresponde a una
ontologia nueva que contiene iinicamente
las clases de la bisqueda Esta ontologia
albergara también los conceptos que sean
seleccionades en los siguientes pasos.

sigue el proceso de
alineacién ontolégica. Durante este paso
serealiza el preprocesado delos conceptos
ontolégicos cohtenidos en la biusqueda
buscando ponderar su relacién con cada
uno de los términos de biisqueda Estas
ponderaciones ayudan al fltrade de
los conceptos que ne cerresponden a la
alineacién ontolégica buscando asegurar
la calidad de la ontologia generada
El paso final durante el proceso de
generacidon es la mezcla fuerte Durante
este secopian les conceptos seleccionades
de las ontologias de la BDO v se integran
dentro de la ontologia base obteniendo
como resultade una ontelogia generaday
poblada que corresponde al conocimiento
del dominio solicitade en la busqueda

A continuacién
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En Vinculaciéon se enriquece la ontologia
generada en el componente anterior con
Datos Enlazades Para ello, se usa el
servicio de blisqueda de DBpedia (https://
lookup dbpedia org/api/search/) para
enriquecer con informacion de DBpedia
a cada cencepte de la ontelegia En
Publicacién se transforma la onteologia
enriquecida con Datos Enlazades al
formate requerido por la interfaz Entre
los formatos que actualmente maneja
son JSOI-LD. EDF/EML v 1T-TRIPLES.
A continuacién, se desarrolla un caso
de estudié a partir del cual se evalia la

arquitectura.
Resultados v Discusion

Para el desarrolle v prueba de la
arquitectura propuesta (ver figura 1)
se ha temade como fuente o insume de
conocimiente elmarcoontolégico desobre
el deminic del Covid-19 Para esto se ha
seleccionade un conjunte de ontologias
wvinculadas al Covid-19 del repositorio de
ontelegias https://bicpertal Bicontology
Orglontologies (ver Tabla 1)

Tabla I Fuentes de Conocimiento Ontologicas sehre Covid. 19

u

Cmtologia

Descripcion

URL

COviD 19 Cntology for Ca-
ses and Patent informaton
(20D

Contiene corocimiento rela-
oonado con el paciente yel
Covid-19 especificado en 52
corceptos

hittps:iMioportal bioontolo-
gy orglontologles/30D0

%]

COVID-19 Swrvelllarce
Crtology (COVIDLEY

Contene corociniento

1elacionado cor el contral,
vigilancia del Covid-19 es-
perificado en 52 corceptos.

hittps:Mioportal bioontolo -
gv.orglontologles/30VIDLY

The COVID-19 Infertious
Disease Ornmology (1DO-C0-
VID-15)

Contiene corocimienta
1elacionado con enferme-
dades infecciosas entormo
al Covid-19 especificado en
456 Conceptos

hittps hioportal biorntolo -
gv.orglonmologies/IDO-C0-
VID-18

COVID-18 Cmtalogy (20
VID-158)

Contiene corocimiento ge-
reral del Covid especificado
en 2286 conceptos

hittpz:Mioportal bioontolo -
gy orglontologies/2OVID-19

WHO GOVID-19 Rapid
Version CRF semantic data
model (COVIDCRFRAPID

Contiene corociiiento
schre datee clinicos estan-
danzades sdhre Covid-19
especificado en 338

hittps:iioportal bioontolo -
gv orglontologies/O0VID-
CRFRAPID

Con estas fuentes de datos se establece
la especificacién v elmodelade de la base
de datos ontolégica del Servicio Web A
continuaciéon, se ha hecho la sclicitud al
servicio web gque genere una ontelogia
en formato RDF/EML acerca de los

términes de blisqueda "Test” v "Covid’.

Parallevar acabo el paso de Generacion,
laaplicacién hadebide buscaren diversas
fuentes sinénimos de cada término de
busqueda Por ejemple, para "Test” ha
encontrado sinénimos como “trial exam.

quiz entre otros, mientras que para
"Covid” ha encontrade "Cerenawirus’.
Cabe aclarar en este punto que el caso
de prueba se realizé en inglés por ser el
idiema de las entelegias utilizadas El
sistema podra ser expandido en un future
para funcionar de la misma manera con
otros idiomas.

Ceontinuande con el proceso, se utiliza
la libreria de Python OlwReady 2 para
realizar consultas sobre la base de
datos ontolégica, donde se obtienen
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conceptos ontolégicos de cualquiera de
las ontelegias integradas donde sus
etiquetas contengan cualquiera de los
términos de busqueda o sus sinénimos.
Entre estos resultados destacan algunos
como "Untested for Covid-19". "Covid-19
Diagnesis®, "Tested for 2019-nCov
(Wuhan) infection

Sin embargo no todos estos conceptos
ontologicos
ontelogia, pueste que muches de ellos
no guardan relacién seméntica con
el dominio que se consulté, como es
el caso de resultades como "intestine

terminaran poblande la

cancer  'assay screened entity . "testis
por lo tante es necesario realizar un
filtrado entre los conceptos. Su objetivo
es ponderar cada concepto ontoléogico
obtenide en la consulta de acuerde a su
relacién con los términos de busqueda
Para esto se preprocesan y comparan
sus etiquetas simplificadas, otorgando
mayor puntaje si el concepto coincide con
varies términes de la busqueda a la vez.

Contextualizande este pase al caso
de prueba, un concepto cuya etiqueta
sea "Tested for covid-19" tendra una
puntuacisn mayer a une cuya etiqueta
sea "Study for covid propagation’, ya que
en el primer caso se hace referencia a
"Test” va "Covid ala vez mientras que
en el segundo solo se hace referencia a
"Covid”. De lamisma forma. un concepto
etiquetado como ‘intestine cancer
obtendra una puntuacién muy baja ya
que sbélo se relaciona con "Test’ como
una subcadena dentro de uno de sus
términes ("intestine’)

Este se aprecia mejor en la figura 3
donde seilustran algunas comparaciones
entre diversos tokens provenientes
del preprocesade de las etiquetas de
conceptos ontolégicos distintes (Azul)

con los conceptos de busqueda ¥ sus
sinénimes ( Verde oscure) El primer caso,
la comparacién de "covid come token en
el concepto evaluade con "Covid como
término de biisqueda es una coincidencia
perfecta. por puntuacion
serd maxima (1), En el segunde caso
se observa que el término "Test estd
inmerso parcialmente dentro del token
"untest” con un sufijo o prefijo afiadido,

tante su

por esto su puntuacion es lamitad de la
de las coincidencias perfectas (0.5) En
el caso de que el término de busqueda
esté inmerso completamente como
una subcadena del token del concepto,
siendo el caso de "Test e
la ponderacién es de un cuarte de la
coincidencia perfecta (0.25), buscando
castigar posibles conceptos sin relacion
seménticacen lablisqueda Encasodeleos

“intestin’,

sinonimos de los términos de busqueda
(verde claro) se utiliza el misme criterio.
pero la puntuacién obtenida se reducira
ala mitad

Al’
s
m 0.15 Test
:

Figura 3. Criterios de ponderacion al comparar coneep tos entologicos
dentio de los filtros debusgueda.

Después de la ponderacién se escogen
los conceptos que cumplan con rangoes de
puntajes, teniendo en cuenta el umbral
de aceptacién, que es un percentaje
escogido por quien solicita la ontologia
que define qué tan severo o permisive es
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el filtro de los conceptos Finalmente
habiendo concluide la alineacién
ontolégica, sigue el subproceso de
mezcla fuerte. donde todos aquellos
conceptos que superen los filtros se
integran dentro de la ontologia base
recién creada.

Concluido esto. puede procederse al
paso de Vinculacién de la metedologia,
donde sebuscan conceptos en los Datos
Enlazades quepuedanser equivalentes
a les de la ontolegia generada
permitiendo vwincularse de forma
externa mientras que el razonador
interno de manera automatica busca
equivalencias v relaciones entre los
conceptos de la propia ontologia En
el caso del ejemplo. la busqueda
de recursos en dbpedia respecte a
"Covid” ha permitide la winculacién
entre el concepto covid de la ontologia
generada (covid_test#covid) con el
concepto Coronavirus_disease_2019 de
dbpedia (http//dbpedia org/resource#
Coronavirus_disease_2019)

Una wvez la ontelogia se ha generade
v winculade, puede publicarse en el
formate seleccionade en este case
RDF/EML La figura 4 muestra una
representacién grafica (http:/fwww.
visualdataweb delwebvowll) de la
ontologia generada resultante del caso
de prueba haciende énfasis en les
conceptos raiz de la busqueda ("covid’,
“test’. “covid_test )yvsurelaciéncon los
conceptos obtenidos en la buisqueda

Figura 4. Fuagments de los Coneeptos filtiados y vineulados en la
ontologls generads en el caso depiueha.

Conclusiones

El articulo presenta un servicio web
enriquecedor de ontologias que se encargue
de poblar ontologias con nueves conceptos
v relaciones. a partir de Dates Enlazades
de forma autematica. Un servicio que
facilita la integracion del conocimiento
a partir de fuentes dispersas de dates
enlazades aprovechando los principios
de desarrollo de la web 3.0 de ficil acceso
para los sistemas inteligentes nueves ¥
actuales que lo soliciten Se ofrece una
selucién la cual es desplegada en forma de
servicio web, para ser utilizade de forma
remota.

El algoritmo propuesto para la creacion
de ontolegias permite que la respuesta
sea acorde al dominio que se le plantea
a través de filtros en la extraccién e
integracién de dates desde repositerios
dispersos v otras ontologias emstentes:
tede con el fin de que el conecimiente
generado sea aprovechado al maximo por
los sistemas siguientes dentro del ciclo de
vida de los datos.

Se ofrece una selucién capaz de servir,
de forma general a arquitecturas no
supervisadas, de sistemas inteligentes
que puedan consumir este servicio web
sin necesidad de participacién humana
De ahi que la arquitectura propuesta
tenga propiedades de autonomia para
garantizar una respuesta éptima que no
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se obtendria al existir intervencién Referencias

humana en el proceso de seleccién de
datos o deintegracion del conocimiento.

Se realizé un caso de prueba de
enriquecimiente en el dominie de
T : o
COVID para consumir este servicie es
el middleware WMiSCi propueste por
Dos Santes (2020).

Cabe notar que el sistema desarrcllade
no servira come repesitoric para
albergar onteclogias 1o conjuntos
de dates enlazados El sistema sera
alojade en un servider de pruebas
v su despliegue final no contempla
alejamiente en produccién ni nembre
de dominio. El proyecte utiliza come
datos fuentes de Datos Enlazadoes.

Siguiende metédicamente la
arquitectura disefiada. se especifico
un caso de estudio enfocade al dominie
del Covid-189. donde se obtuve de
manera autemAtica una ontologia
enriquecida con Dates Enlazades para
este dominie La arquitectura mostro
que se pueden obtener ontelogias ne
supervisadas lo cual permite resolver
situaciones emergentes de manera
autematica en los Aml permitiende
la interoperahilidad ¥ razonamiento
entre los diferentes componentes del

Aml

Es de notar que en la alineacién se
obtuvoe algunas clases disjuntas que no
tienen relaciones fuertescon los demas
conceptos, pero aun asi obtuvieron la
puntuacion suficiente para superar los
filtros o umbrales. En la revision del
enlazado de conceptos autormnatico con
DBpedia. per su parte, se presentarcn
inconsistencias semdanticas. Estas
debilidades seran abordadas en

trabajes futures.
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In this research, we developed a hybrid recommender system based on description/
dialetheic logic, which provides an innovative architecture for the recommendation
based on ambiguous reasoning. In addition, our approach allows enriching the knowl-
edge during the reasoning using the linked data paradigm. Thus, the architecture
allows the integration of linked data, in order to be exploited by the recommender.
On the other hand, the reasoning mechanisms of dialetheic logic allow handling situa-
tions of contradiction or inconsistency, to determine the information to offer to
users. According to the reviewed literature, our proposal is the first that implements

a dialetheic engine in a Recommender System. In general, there are a lot of works
about the utilization of linked open data (LOD) to improve the Recommender Sys-
tems, for example, to enrich the information to recommend or to solve the cold start
problem. However, there are no proposals to deal with the problems of ambiguity,
incoherence or incompleteness of the information in these environments extended
with LOD. In this way, this paper proposes a hybrid reasoning engine that uses the
linked data paradigm for the knowledge extraction, and dialetheic logic for the man-
agement of inconsistency/ambiguity information, in order to obtain recommenda-
tions. Particularly, the information extracted with Linked Data is processed with the
Dialetheic Logic reasoner to solve ambiguous cases. Thus, each recommendation is
enriched with related content extracted from the linked data sources, which has been
disambiguated. The results are very promising since our hybrid reasoning mechanism
allows obtaining more precise recommendations, considering the different dassical
states of ambiguity in dialetheic logic (contingent statements about the future, failure
of a presuppaosition, vagueness, counterfactual reasoning), according to various met-
rics of quality used to evaluate the recommendations achiewved.

KEYWORDS
dialethelc logic, hybrid recommender system, linked data

1 | INTRODUCTION

Linked data {LD} is a way of data publishing on the Web, so that they can interconnect between them, allowing them to identify, describe, connect
and relate the different elements or concepts on the Web (Berners-Lee et al, 2004; Dos Santos & Aguilar, 2018; Dos Santos et al, 2021;
Rodriguez et al, 2017). At present, the linked open data (LO D) douds cover many domalns, from structured information about life sclences {dis-
eases, symptoms, among others) and meda (movies, books, etc), to geographic and government data (Ristoskl 2019). These douds provide a
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huge interconnected and decentralized knowledge base, which s readable by people and machines, but requires services and applications that
make intenshve use of all this knowledge (Dos Santos et al., 2021). Recommender systems (RS<) can benefit from all this information contained In
the LOD doud, by exploiting the non-trivial connections encoded In the eloud. In the eontext of RSs, LD provides a rich source of semantie knowd-
edge, dnoe it identifles and deseribes the resources and the different contexts Tn which they are found Clearly, some of the information s quite
trivial {such as the types of diseases), but many others are very fine-grained (such as the symptoms, causes or medication assoclated with a dis-
ease) Ingeneral they can endch the information by automatically injecting new and weful knowledge. Consequently, user preferences and tastes
can be better modedled.

Mowadays, many types of RSs differ depending on the domaln in which they are deployed or the strategies applied for their design
{Mornsalve-Pulido et al, 2020). One of these types of RSs s the intelligent recommender system (IRS) (Agullar et al., 2017} An RS has a set of
technigues and algorithms that allow building knowledge models with the ability to foresee and predict the preferences of users, for which filters
information and adjusts its results to their needs. Its main objective is to suggest or recommend information or resources (movies, music, books,
web pages, news, ete), based on the knowledge obtained from other people’s experlences and/or thelr preferences (Dos Santos & Agullar, 2018;
Riedl et al, 2011} A fundamental part of the recommendations ks the user's profile {tastes and preferences), which must contaln the necessary
information to be able to identify specific characteristics of a user. For the construction of such profiles, data must be collected, which may be
meplicit {obtained directly from the user) or implicit fobtained from thelr search historiss, location of the equipment, similarity with sther users,
among others) (Dos Santos & Agullar, 2018; Ried et al, 2011). In addition, |RSs make use of reasoning mechanisms, which require knowledge
bases that characterize and model all the knowledge of the environment. However, such knowledge of the environment is usually ambiguous, and
in many cases, with inconsistent or incomplete information An example is the infermation obtained from LOD, which comes from different
sourees, such as institutions or organizations. Classically, the knowledge bases in an RS are deserdbed using deseription logic, but theme are other
types of logical languages used to represent knowledge, such as those based on temporal or dilethelc logic (DL, which can sobve situations with
inconsistent information {Aguilar, 2011; Gonzdlez-Eras et al, 2022). Particularly, DL allows handling situations of contradiction or amblguity, and
in particular, contexts where presupposition fails, there is v in express) in natural | contingendles about the future based on
something being true and false in the past, and/or fictiious discourses that generate assumptions (Gonzilez-Eras et al, 2022 Pelletier
et al, 2017). DL's ability to reason In states of ambigulty and incons stency, makes it an Ideal candidate to resolve these ssues facing the [RSs

The objective of this research is the development of a hybrld recommender system {HRS) capable of taking advantage of DL and LD, for more
accurate recommendations. To fulfil this objective, the work defines a hybrid reasoning mechanism that mixes the benefits of Description/
Dialethele Logie to handle ambiguities, and a knowledge model that exploits LD to describe knowledge with semantic enrichment. Thus, the main
contributions of this work are the definition of:

1. A HRS that uses the DL and LD approaches.

2. Ahybrid reasoning mechanism that mixes the benefits of Description/Disletheic Logie for the management of inconsistency ambiguity infor-
mathon, ke contingent statements about the future, fallure of a presupposition, vagueness, and counterfactual reasoning.

3. Aknowledge model that exploits LD for the knowledge extraction for semantic enfichment.

The HRS k tested in different conbexts, and according to varlous metdes of quality ised it allows obtalning very precie recommendations
for different ambigulty states.

This paper Is structured as follows: Section 2 describes related works, Section 3 presents the theometical framework around LD and DL
Section 4 describes the architecture of our HRS based on Description/Dialetheic Logie and LDy Section 5 describes the case studies where HRS
architectire & tested; Section & presents the analysls of the results, and comparnes therm with other architectures; and finally, Section 7 presents
the conclusions and future works of this research.

2 | RELATED WORKS

In previous research about RSs with the ability to reason with LD, the following recent papers are presented: Musto, Baslle, et al. (2017) present a
graph-based recommendation Methodology Based on PageRank with Priors and LD. This methodology proposes the construction of a tripartite
graph composed of three sets of nodes: (I} User nodes (UL () Item nodes to be recommended (1) and; {i} nodes with information extracted from
the LD related to the tems (V). To genemte the recommendations, the graph s customized to the preferences of the user who needs the recom-
mendations. Then, the PageRank with Priors algorithm Is executed, obtalning a score for each node based on the connectivity between them and
their weights. Finally, the nodes | that were not directly connected to the user are ordered from highest to lowest, and these ordered nodes are
delivered as the list of recommended items. Additlonally, in Musto, Lops, et al (2017} this work is extended, using dassification technigues
{Random Forests, Nalve Bayes and Loglstic Regression) and three families of vardables to represent the items, with the alm of predcting the most
interesting elements for the user.
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In the educational context, in Chicalza et al. {2017} is detalled an Educational - Resources Recommender System with LD. In the paper, they
use an Latent Semantic Indexing (LS1) algorithm to select resources according to a set of criteria about the Interest of the wser; and they incorpo-
rate different strategies, to semantically infer and dedvative data, aceonding to the interactions between the users and the system. Likewise, in
Penxira et al (2018) & presented a Soclal RS, which alrs to identify the characterkstics, Interests and preferences In the profile of a user in educa-
tional contexts, extracting information from Facebook. and enrching it through different Semantic Web technologles. This recommender iden-
tifies the available data, through the profile of users on the sodial network and their interactions; and enriches them using a matching mechanism
based on the information provided by the specific domain ontologles. In the same way, in De Angelis et al (2017), the authors present other Social
RS, which takes into account the social medla activities carded out by the target user and his'her friends, and the information collected from the
LD sources. Specifically, this recommender extracts soclal information from social networks {e.g. Facebook) and the user modelling & a directed,
tagged and heterogeneous Soclal Graph, where each node s assoclated with a class (Person, Place, Location and Category), and the edges are
label (KNOW, VISIT, LOCATE and HAVE CATEGORY).

On the other hand, Fogll et al (2018) present an |tinerary RS, which takes advantage of the LOD to carry out a recommendation of personal -
Ized Itinerares, taking Into account the soclal context, and integrating multimedia and text contents. User knowledge s modelled in a directed
graph, where each node represents a place with its popularity. Each arc represents a direct connection between twoe nodes, with information on
the shortest route to go from one node to another and the travel time, taking into account the user's means of transport. Musto et al in 2018 pre-
sent an RS with LD, which alms te recommend an explanation to the user of why they might like some recommendation. Basile et al. (2019} define
an RS based on a holographic embedding of knowledge graphs bullt from Wikidata, a free and open knowledge base. In this way, they introduce
LO D into their RS, to enrich the representation of items by leveraging RDF statements and adopting graph-based methods to implement effective
RSs. In the same way, Natarajan et al (2020) propose an approach to the cold start issue with the collaborative fillering methods, which ks due to
the defident information about new entities. The approach ks a Recommender System with Linked Open Data {RS-LOD), which finds encugh
information about new entities for the cold start Issue, and Improves the matrix factorization model to handle data sparsity. This paper overcomes
the data sparsity and the cold start problem in CF Recommender System. They use LOD for the cold start problem, and a Matrix Factorization
model with LOD for the data sparsity problem. Garela-Sanchez et al (2020) propose an ontology-based advertisement recommendation system
that explolts the data produced by users on social networks The ontology model represents both users' profiles and the content of advertise-
ments by means of vectors generated using NLP technlgues In Van Rossum & Frasinear {2019), the authors investigate the incorporation of
graph-based features into LOD path-based recommender systerns. They propose two normalization procedures that adjust the user-itern path
cournts by the degree of centrality of the nodes connecting them. Their experiments show that the linear normalization approaches yield a signifi-
cant Increase in recommendation accuracy. Finally, Olivelra et al. {2019) propose a similarity measure for Bnked data that personalizes the RDF
graph by adding welghts to the edges, based on previous user's cholces. This approach minimizes the sparsity problem by ranking the best fea-
tures for a particular user, and also, by solving the item cold-start problem.

Zitound et al {2017} present a Content-based RS based on a Semantic Vector Space Model and LD to recommend documents. This architee-
ture s composed of two modules: (I} content-based pre-filtering: This module 1s used by new users, where the recommendation engine caleulates
the distance of a new user from the exdsting ones; and (i} semantic content-based filterng: This module takes advantage of the user's feedback
with respect to the current list of documents. For that, it is represented in 2 vector model the tastes and preferences of the user, and the textual
attibites that represent o characterize: each document. These two vectors are enflched with information extracted from different LD sourees
Finally, the new list of recommendations Is extracted according to the value of the similarity of a user with respect to each decument. In Musto,
Franza, et al {2018}is specified a content-based RS based on the techniques of Deep Learning and LD. Specifically, It Is an architecture that learns
a joint representation of the elements to be recommended, by exploiting the unstructured information extracted from the textual description of
the dements. Then, this representation & extended by introducing structured features extracted from the sources of LOD. In addition, Jiménez
et al. {2017} extends a contextual ontology, called CAMeOrte Aguilar et al. {2018), with LD and DL paradigms, to enrich and manage ambiguities
in context-aware applications. These micr-location applications, provide senices depending on the location and need to model the context using
oentologies.

In Selvan et al {2019), Selvan et al present a Fuzzy RS based on fuzzy ontologies and LD to recommend food and drugs to chronic patients
{disbetics). Specifically, the architecture processes all the data acquired from different sources {Sensors and medical history, Twitter, Facebook,
MedlinePlus, ete., each one in different formats, such as €SV, ete) and transforms them into LD (RDF triples). Then, it generates the fuzzy ontol-
ogles of the patient and the sensor, in order to calculate the Patient’s Health Condition. Finally, the anchitecture uses two ontologles for these rec-
ommendstions. The pharmacological ontology assigns drugs acconding to the patlent's health conditions, and the food ontology Is used to
detemine an appropriate patlent's metabolic rate and caloric intake. The work of Laenen & Moens {2020) proposes a deep learning-based recom-
mender system for an outfit recommendation. This work compares different fusion methods for outfit recommendation, which combine product
features extracted from visual and testual data in semantic, multimodal item representations. Najafabadi et al. (2019} define a graph-based strue-
ture to model the users' priortes and capture the assoc ation between users and tbems. Users' profiles are created based on thelr past and current
intenzst. Then, thelr algorithm keeps the prefered lbems of the active user at the beglnning of the recommendation list. In this way, these items
come under top-n recommendations.
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Mahdi and Hadi {2021} present the current state of LOD in recommendation systems, considering the problems facing, the importance of
using LDy and the warious recommendation techniques used, among other things. They remark that there are still many challenges. Also, in
Yochum et al. {2020} is presented a systematic review of LOD in RSs in the touriem domain. They analyse problern formulations, data collections,
proposed algorithms fystems, and experimental results. Finally, Rahayu et al {2022] review ontol ogy-based RSs, particularly, the ontologles used
and their recommendation processes in open kearning environments.

Sebbaq et al {2020) improve the quality of MODCs by assisting teachers and designers from the initiation phase of MOOCs, using a recom-
mendation system Framework based on the knowledge about teachers and MOOCs The framework integrates different techniques: LD to
extract and integrate different sources, ontol ogles to model, among others. Ammar et al. (2021) implement a system to dellver tallored recommen-
dations for improving self-care behaviours in diabetic adults, which uses both digital health data stored in patients’ Personal health Bbrarles and
other sources of contextual knowledge. They use a soclal LD platform to deslgn a fully decentralized and prAvacy-aware platform that supports
interoperability and care integration. Chew et al. {2021) define 2 hybrid model-based recommender systerm, which is pre-trained with data to gen-
erate pcommendations for a user using an ontology that helps to represent the semantle Information and relationships to model the expressivity
and link age among the data. They define a matrix Factorization model accuracy by utllizing the ontology to endch the information of the user-item
matrx by Integrating the tem-based and user-based collaborative filtering techniques. For that, they use a semantic similarity metric together
with a rating patbem.

Thene s a sgnificant number of works that have started to use LOD to Improve the perfommance of RSs. Some to enrlch the information to
recommend, others to solve the cold start problem, among other tasks. However, 5Rs have to deal with the problem of information uncertainty,
bothat the level of user queries jguery ambiguity), and of the relationships between information on the Internet. In general, the RSs described in
the different proposals do not solve the problems of ambiguity, incoherence or incompleteness of the information that exists in these environ-
ments, with speclal emphasis on the data collected from LOD, which isa deoud of very varled knowledge sources, bullt by mary entities. On the
other hand, also it s observed that many works do not take advantage of LOD for the enrichment of the recommendations reached in their sys-
tems, which would allow a richer recommendation of knowledge for the final users. This work seeks to fill out these two gaps by proposing an
HRS, for which mixes DL and LD in its mechanisms of representation/extraction of knowledge and reasoning.

Our research proposes an HRS based on the Description,/ Dialethele Logle and LD, In order to define a hybrid reasoning mechanism that mixes
the benefits of Description/ Dialethele Loglc to handle amblguities, and a knowledge model that explolts LD to deseribe knowledge with semantie
enrichment. Particulady, the mechanisms of LD are used to offer additional information, and to enrich the recommendation with information com-
ing from social networks, and web pages, among others. At the same time, the reasoning mechanisms of DL allow handling contradictory or incon-
sistent situations, both at the level of the knowledge rep d and in the inference of what will be recommended. We can compare our HRS
based on LD with respect to other RSs that possess similar characteristics, using as points of comparison the following criterla: () Reasoning Tech-
nigue: the mechanisms used to recommend and filter the information. (i} Data Sounces: data sources used to enrich the input and by the reasoning
models of the RS (i} Vocabularles and Ontologles: wocabularies and/or ontologies used to identify the different characteristics of the elements of
the knowledge model. Mone of the RSs use the DL asa reasoning mechanism, which allows reasoning In cases of ambiguities or inconsistencles.
In addition, our HRS allows the use of any LD source, as akso the use of different vocabularles/ontologles according to the particular reasoning
needs.

3 | DIALETHEIC LOGIC

The word Dialethele has many definitions, the most conclse indleates that itls a theory and technlgue of rhetorle of dialogue and discussion to dis-
cover the truth through the exposition and confrontation of the reasoning and arguments contrary to each other (Velarde, 1977) In DL, the
dialetheic adoms allow contradictions and ambivalences to be valid within a formal model (Pulcini & Vard, 2018). In this sense, DL and formal
logic seem to follow opposite paths, and indeed, DL would be the realm of contradiction, while formal logic would be the realm of non-
contradiction (Velarde, 1977). Inthe logic of human reasoning, some instances or states are affected by contradictions {Kamide & Wansing, 2015;
Welarde, 1977). DL can solve situations in which reasoning encounters inconsistent information since it has at hand information both to belleve a
thing and at the same time, to belleve the opposite (Lukaslewlez & Wedin, 1971} The possible states managed by the DL are the following
{Pelletier et al, 2017):

1. Contingent statements about the future: indicates that something was true and False in the past, so its future cannot be foreseen. For example,
“tomornow there will be a war™ can be true or false, as both cases have occurred In the past.

2. Fallure of a presuypposition: to assume something that is not true. For example, “it is not a boy™. If in the presupposition a possible value ks
assumed, then one can think that it s a boy, and thene & a fault because it could also be a gid.

3. Vagueness: lack of clarity, precision or accuraey Innatural language phenomena. E.g., inthe sentence “He is bald”, one cannot deny that a per-
son with zem hairs s bald, nor can one deny that a person with 10,000 hairs is bald
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4. Actlonal discourse: making declslons according to certaln real or imaglnary assumptions {non-Adstotellan imaginary logles). For example, “Cows
are flying™, it can be said that it ks false because our beliefs tell us that cows do not fly, but it could happen that cows are being transported in
an airplane, and in this case, the answer would be true.

5. Counterfactual reasonkng: to thirk about what could have been and wasn't. Eg. “If | hadn't gone out, then | would have passed and now |
woldn't have to study for the recuperative’. [t represents something that did not happen, but that could have happened. There undedies the
uncertainty, in that which could have happened.

Finally, at the University of Miami was developed a dislethelc reasoner, called JGRM3, based on Dialethek Logle RM3 (Pelletier et al, 2017)
This logic belongs to the branch of Paraconsistent Logle {PL). that ks, it allows inconslstendles and contradictions to be valld. However, PL has a
weskness In the conditional, because it is not compatible with the Modus Ponens and Modus Ponendo Tollens inference rules. Instead, DL
improves it because it allows Modus Ponens. |t is understood that the Modus Ponens (affirmative mode), also called Modus Ponendo Ponens
{a mode that by affirming affirms), states that if a term A implies the term B, and A is true; then it can be inferned that B is true (Beevers, 2020)
For example, “If it s ralning, then | walt for you inside the theater”, and “itis mining”, therefore, *1 walt for you inside the theater™. The easoner
JGRM3 recognizes two types of events: (i} Dialetheic Events {DE), which comespond to those where the axioms return a positive truth value
{true). §i) Nondialethele Events {NE}, those to which the axioms give anegative fruth value false).

4 | ARCHITECTURE OF OURHYBRID RECOMMENDER SYSTEM
41 | Generalarchitecture of our HRS

This research develops an HRS based on the ideas proposed in Dos Santos et al {201%). This hybrid recommender responds to several needs: the
first is to be able to solve situations in which a process of reasoning of recommendations encounters inconsistent information, that ks, a state of
contradiction or ambiguity. The second 15 to explolt the information on the web structured as LD, to enrich the recommendation process with
semantic Information about the user (tastes, preferences, ete} and/or the resources to be recommended {diseases, symptoms, treatments, among
many others). Based on these needs, it is necessary to specify a knowledge-based RS, called Intelligent Recommender System (Agullar et al,, 2017,
Maorsalve-Pulids et al, 2020; Riedd ot al, 2011), which considers the mechanisrs of knowledge representastion and reasoning engines, among
other aspects.

The general architecture of an [RS for our HRS is defined by four layers, based on the work {Aguilar et al., 2017): (i} Knowledge Sources: ane
the sources that provide information about users, context, resouraes, among others. In our system, it will be mainly made up of LD sources, which
provide data with semantic infomnation; (i} Knowdedge acquisition: this layer is in charge of data extraction and processing. In our exse, it will gen-
erate queries in SPARGL that allow identifying, filtedng and extracting the information avallable in the LD sources to enrdch the knowledge model;
{ill} Knowledge Modelling: this layer specifies the paradigm of knowledge representation; for our case, it ks represented as LD and adoms based on
description/dialetheic logic; (v} Reasoning and verlfication: this layer implements reasoning mechanisms, offering the capacity to explolit knowledge
and Infer recommendations. In our system, It will use a hybrd mechanism, on one hand, It Wwes a rexsoner of deserdpion logle that allows explol-
ting the sources of LD to enrch the knowledge model, and on the other hand, it uses a reasoner of DL that verifies the knowledge model and
evaluates the recommendations through the different dislethele events.

Figure 1 shows the components of aur HRS, made up of two groups: the first group is composed of the components that allow reasoning to
extract information or infer recommendations, even in the presence of inconskstencles or amblguities in the problem or query (PoQ), or In the data
extracted from LD, called Reasoning Englnes. The second group, called the Manager, Is composed of the components in charge of managing all
the processes necessary to reach a recommendation They determine when and what should be explolted from the LD, elther to endch the ontol-
ogles or vocabularies of the reasoning model, or to semantically enrich the data or recommenda tions found

411 | Below are described the reasoning engine components

1. Desarlption Logle Englne (DeLE): This engine ks Intrinsle to LD, since both the semantle structure of the data and the query mechantsms {read,
create, update or delete triplets) are based on description logic. In addition, the engine allows exploiting different data sources, thanks to the
LD technique that interconnects data through distributed access polnts or local endpoint {for personal profiles and context), or public endpolint
{Dbpedia endpoint, Wikidata endpoint, among many others) This engine receives a query based on friplets and returns the data found as vari-
abdes. n the following, an example: the query SELECT? disease WHEREL? disease ndftype dboDisease. | returns the vardable disease with the list
of diseases that are avallable in Dbpedia endpoint.
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FIGURE 1  Model {diagram] of components of our hybrld recommender system

2 Dialethelc Logle Englne (DILE): This engine responds through consultations constructed as conjectures on the models described In first-order
logic, where axiomns and their facts are detalled, being able to detect and reason in states of ambiguity or inconsistency, thanks to the capacity
offered by DL This engine recaives a query 25 a conjecture and a model, and returns the inferred from the conjectune on the model. In the fol-
lowing, an example: foflexample, conjecture, [disease | ~ disease]l. |t checks whether or not the disease Is present, which Is an ambiguity, and
the JGRM3 returns that it is a DE.

4.1.2 | The manager components are

1. Vocabulary Manager (VM it is responsible for identifying and selecting the vocabularies and ontologies that are necessary to process the
requests received by the recommender. The manager seeks to match the terms of the request with the classes and properties of the knowl-
edge it possesses. If this objective is not achieved, then it relies on the Query Manager to extract new knowledge from the sources of LD,
which ean endch the ontologles or wocabularles of the reasoning model This component takes the adoms present In the PoQ Input and
extracts the predicates, since those predicates are the concepts that need to be identified. For example, for the adom fofidseaseDoctor.axlom,
{# [U, Dr, 5, DJ: (idisease{D} & symptomDactor{U, S, Dr} & ksSymptom(D, S — > diseaseDoctor(L, D, D)), it selects disease, symptomDoctor and
IsSymptom. Then, those predicates are companed with the knowledge base, in order to detemmine if the URIs that identify and relate to the
concepts are known. |f not, then the Query Manager Is invoked to generate querles for URls representing these unknown concepts (more in
Table 3).

2 Query Manager (QM): It is responsible for preparing and generating the necessary querles to enrlch or recommend the Informat on.

On the side of the DelE, querles are generated based on triplets that explolt the data contained in the LD sources, relying on the knowledge
base (KB} of the vocsbularles and ontologies handled by the recommender and the LD sources. Specifically, The query ks bullt through three
temnplates, aceonding to the type of request: ([ Concept as URI allows searching, using LD, the LRI that represents a concept with the template
SELECT DISTINCT? URI WHERE {[] a? URI. FILTER regex(?URI, ‘ontology’, "I} FILTER regex(TURI, ‘CONCEPT', “I'}}, replacing CONCEPT with the
concept to be searched; i) Property related to a Concept as URI allows searching, using LD, the UR| that represents a property that is related to
a URI of a known concept. SELECT DISTINCT? URI WHERE {? | a URL CONCEPT.? I? URI? o. FILTER regex{?URL ‘antology’, 1"} FILTER regex{?URI,
‘PROPERTY", “I"}}, replacing URI_ CONCEPT with the URI of the known concept and PROPERTY with the property to be searched. and
{iil} Knowledge Extraction allows extracting all the knowledge avallable In the LD source, making a SELECT of the variables to be extracted, using
the triple? URI_CONCEPT? URI_PROPERTY? OBJECT, and replacing® URI_CONCEPT and/or? URI_PROPERTY by the known URIs in the cases
requined.

= On the side of the DILE, querles are penerated based on conjectures deseribed in the PoQ adloms, allowing to test and infer the recormmends -
tions, even if there Is inconsistency or ambiguity in the PoQ or data. Specifically, each axdom of PoQ Is analysed, and the predicate after each
Implication symbol {==}1s extracted since it will be part of the conjectunes that the HRS will use to prove the model and the data. For example,
in the axiom fafidckDoctor, axam {! [U, Dr.Dj: fidiseaseDoctar(l), D, Drj} —= sickDoctoril, Dell), the predicate sickDoctar(L, D ks extracted and the
conjectune fofl, conjecture s ckDoctor[U.Dr)) is constructed.
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3. Converslon Manager {ConM} Itis In charge of preparing and generating the data transfomations to allow the exchange of infomation between
the different reasoners that the recommender has and the information found, which are necessary to allow the results of one reasoner to be
used by the other. For example, to use the data generated by the DelE with the DILE, it is required to transform the data beeause the DalE
returns an inferred table with the values found by each requested variable, and the DILE needs a model with the data deseribed 22 facts in
First-Order Logle. These transformations are created from the reasoning model, using the knowledge base that WM reached and the knowl-
edge extraction query that QM generates. Specifically, two types of conversions are performed, the first type converts the data of a variable
or concept extracted from LD. For example, if a list of diseases is extracted, then it would generate an axom of that concept with the form: fof
(disease axlom, axlom? [DF: (disease{DH)), and the list of facts with the form: fofldsease523, axlom, disease[dbpeda Zka fever|l where dis-
ease523 ks the 523 disease extracted from LD, and disease{dbpedla Zlka_feves} is the predicate disease with the fact that the disease ks
dbpedia_Yellow fever. The second type converts the data of two related varlables or concepts that were extracted from LD. For example, if 2
list of diseases and their symptoms are extracted, then it would generate an axiom of those related concepts in the form: foffsSymptom_type,-
adlomfl [D disease{D) = =2 [SE: (symptom(S) & ESymptom{D, 5L and the list of facts with the form foflsSymptom1357, axom, IsSymptom
[dbpeda_Zlka_fever, dbpedia_ Fever), where ESymptom1357 Is the disease/symptom number 1357 extracted from LD, and lsSymptom
(dbpedia_Zika_fever, dbpedia_Fever} ks the fact that dbpedia_Zlka_fever has the symptom dbpedia_Fever.

4. Recommendation Manager (RM): It is in charge of merging and filtering the information obtained by the reasoners, allowing it to collect and
deliver the knowledge reached by all the mechanisms that make up the recommender. Spedfically, RM asks ConM for the conjectures that will
allow validating the reasoning model with the elements extracted through DeLE. Then, DILE filters the recommendations; for that pumpose, the:
DE are detected using the different conjectures. Now, with the recommendations reached, it is proceeded to evaluate the degree of doseness
of each recommendation to the user profile. This evaluation consists of adding up the characteristics of the user profile that colncided with
the recemmendation. Finally, the recommendations are ordered from highest to lowest, according to the result of each evaluation {more detalls
in Table 51

5. Contral Manager (CM): it is responsible for all decisions of the HRS, determining when and how managers and reasoners should be invoked
asccording to their capabiliies. This manager uses meta-reasoning to make these decksions {more details in Table 2} The meta-reasoning seeks
to accomplish the follvwing objecthves: i) verify that the PoQ is corectly defined testing it with DILE (see Table 2) (i) identify the concepts
present In PoQ, searching for them with DelE (see Table 3); (i} extract the knowledge assoclated with the concepts Identified In PoQ
extracting them with DelE {see Table 4; (iv) werify and filter the recormmendations, using DILE {see Table 5); and {W} extract content related to
the recommendations, wing DelE fsee Table &)

4.2 | Behaviour of our HRS

In general, the steps followed by the HRS can be seen in the Macro-Algorithm in Table 1

The process begins when a user requests the recommender, providing the PoQ) that he/she wishes to sobve. The first thing that CM does s to
run the input with DILE, determining If the adoms are correctly descibed (Step 1). In case it is not comect, then the process is stopped {Step 1.1}
In ease it 1s correct, then the CM activates a serles of processes that allow Incomporating knowledge from the LD and finding possible recommen-
dations {Step 2). In step 2.1, it Is determined if there are ontologles and/or vocabulades that allow identifying the terms used by the PoQ. In step
22 the information Is extracted from the LD, concerning the terms Identified in the previous step. This allows the enrichment with knowledge of
the possible recommendations that will be reached. In step 2.3, the inconsistencies and/or ambiguities that are present in the collected data for
the PoQ) are verifled, and the recommendations found are obtained. n step 2.4, these recommendations are enflched with related knowledge
searched through the LD sources. Finally, the endched recommendations are delivered. A more detalled description of the different processes
follows:

TABLE1 Macro-algodthm of our hybrid recommender systern

Input: PoQy

Procedure:

1. CM verifies PoQ) with DiLE

1.1 if does not carrect Pod}, then the recommendation process is stopped.

2. CM activates each process.

2.1. Process: identification of URK using LD (see Table 3).

22 Process: Knowledge Extraction using LD fsee Table 4).

2.3, Process: Verification and Filbering of Recommendations using DL {Table 5)
2.4. Process: Gontent Extraction Related to Recommendations using LD {Table &)

Output: Enriched Recommendations
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TABLE 2 Macro-algedthm of identification of URIs using linked data

Input Pol}

Procedure:

1. CM activates Vi

2. WM chedks if ToC isin KB:

2.1. VM extracts To present in PoQ.

2.2 Foreach ToC of Pol):

221 If ToC is not |dentified, it requires updating KB
2211 VM activates QM.

2212, OM prepares the queries to extract URI.
22.1.3. VMirokes DelE with the generated queries.
2214 ToC is added to the KB.

Output: updated KB

TABLE 3 Macro-algodthm of knowledge extraction using linked data

Input Poly

Procedure:

1. CM needs to extract information for the PoQ using KB,

1.1, CM actives QM.

1.2. OM prepares queries to extract information associated with PoQ using KB.

1.3. CMinvokes DelE with queries to the local source (knowledge of context and user preferences).
1.4, CM invokes DelE with queries to other sources {general knowle dgel.

Output: Extracted Knowledge

TABLE 4 Macro-algodthm of verification and filtering of recommendations using dialethele logic

Input: PoQ) and extracted knowledge

Procedure:

1. CM activates RM to find recommen dations.

2. RM activates ConM.

2.1. ConM comverts the Extracted Knowledge according to theneed of DiLE.
3. RM activabes CM.

3.1. OM generates the queries acconding to the PoQ using KB.
4. RM seeks recommendations by running DiLE.

4.1. RM verifies the data.

4.2, RM fitters results.

4.3. RM orders results.

Output: Recommen dations

421 | Identification of URIs using LD

Objective: to identify the terms or concepts used in the PoQ), looking for LRk of an ontology and/or vocabulary that represents therm.

General deseription: The process shown in Table 2, starte when CM receives the PoQ) and activates the VM to recognize the characteristics of that
PoQ) (Step 1) In step 2, WM verifies If the terms or concepts (TeC) present in PoQ are related to a vocabulary or ontology known by the HRS in its
KB. This relationship is Identified through a URI, which allows extracting new knowledge from the sources of LD. For example, a disease Is repre-
sented by the UR| htip:/‘dbpediaongfontology/disease. To do this, step 2.1 extracts each TeC in PoQ (see VM component) Then, each ToC
extracted from PoQ) is checked (Step 2.2). If TeC is not known by HRS in its KB, then VM must find a URI that represents the ToC (Step 2.2.1). In
this case, VM activates QM {Step 2.2.1.1) so that OM prepares querles to find a UR| through DelE that represents the ToC {Step 2.2.1.2), Ewam-
ples of this process are deseribed in the QM component, specifically, in the consultation types Concept as URI and Property related to a Concept as
URL In step 2.2.1.3, VM executes DelE with the queries received by QM, allowing it to find a URI representing ToC. Then, ToC, with its URI, is
added to KB as a concept identified by HRS (Step 2.2.1.4). All these URls identified in this process will allow the extraction of knowledge for the

fallowing process.
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TABLE 5 Macro-algodthm of content extraction related to recommendations using linked data

Input: Recommendations

Procedure:

1. CM activates RM to enrich recommendations.

2. RM activates QM.

2.1. OM generates queries according to recommendations.
3. RM activates DelE with queries.

4. RM merges and returrs enriched recommendations.

Output: Enriched Recommendations

422 | Knowledge extraction using LD

Objective: to extract information to be recommended using the URIs 25 a mapping point between LD sounces and ToC.

General description: Table 3 presents the process of Knowledge Extraction, which starts when the CM has identified each ToC with their respec-
tive LR, and needs to extract infermation from the LD sources to find possible recommendations (Step 1) The CM carries out this task by acti-
vating QM (Step 1.1}, so that OM prepares the guerles to extract information from the LD associated with the PoQ using KB (Step 1.2) Itis
carried out according to the next way: using the known URIs of the previous process and the triplet for the “Knowledge Extraction™ query type
{see QM Component), now, In the cases where two concepts are related, it substitutes? URI CONCEPT and? URI_PROPERTY with the respective
URls. In cases where one concept ks not related to others, only? URI CONCEPT ks substituted. Having the quedes, the CM inviokes DelE and col-
lects information from sources, such as user preference, context., and other knowledge assoclated with PoQ (Steps 1.3and 1.4}

423 | Verification and filtering of recommendations using DL

Objective: to verify the inconsistencles and/or ambiguities that are present in the collected data and the model, and generate recommendations.
General deserlption: The process begins when the ToC has been identified, and a3l data have been extracted wsing the LD paradigm (Table 4]
Therefore, the CM activates the RM to generate the recommendations (Step 1). RM camies out a series of processes to achieve the recommenda-
tions. The first one is to convert the data collected by DelE in the previous process to the structure recelved by DILE. For that, the task ConM is
activated (Step 2). In Step 2.1, ConM performs this task through two types of comversions, which are described in the ConM component. The sec-
ond k& to activate QM {Step 3] to generate the quedes based on the model that DILE recelves. To do this, QM, in Step 3.1, must deliver the
queries based on conjectures according to the axoms present in PoQ. This process s deseribed In the QM component. Finally, RM runs DIiLE with
Pot), the data transformed by ConM, and the different conjectures delivered by QM {Step 4). DILE checks the data and conjectures {Step 4.1).
With the results delivered by DILE, the recommendations are filtered (Step 4.2) and sorted (Step 4.3), as described in the RM component

424 | Contentextraction related to recommendations using LD

Objectlve: to enrich the recommendations with related content extracted from the LD.

General description: Table 5 shows the process of endchment of the recommendations. In step 1, the CM activates the RM to look for information
related to the recommendations reached in the previous process {Step 1). To reach this objective, the RM activates QM (Step 2), which will be in
charge of generating the necessary queries to extract from the LD sources, the contents related to the recommendations (Step 2.1). It s made
using the LIRls of the recommendations reached from the previous process, and the triplet for the type of query “Knowledge extraction™ {see QM
component), replacing? URI_CONCEPT with the URI of each recommendation reached When this URI s used, then the amblguity b avolded with
respect to the recommendations reached in previous processes. Then, RM invokes DelE using the quedes generated by QM {Step 3). Finally, the
related content extracted from the LD sources is linked to the recommendations reached in the previous process, and delivered as a final result
{Step 4).

5 | CASESTUDY

This section presents a case study, in which s detalled the behaviour of our system. In addition, it shows how the resources from the LD would
be explolted within the recommender. Figure 2 shows the input sounces for our HRS in this case study. In addition, the next assumption is carrled
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FIGURE 2 Case study of the hybdd recommender system

out: doctars and/or body sensors only detect the different symptoms that a user may present, and such Information Is stored In a local LD repository,
which Is implemented with OpenLink Virtuoso [Open-Source Editlon).’ On the other hand, there are data associated with known types of diseases,
and their symptoms, treatments, and causes, among others. This information is extracted from the external LD repository, called Live-Dbpedia,”
whichis a source with updated data, since it immediately retrieves all the changes from Wikipedia.

Besides, it aleo needs PoQ as input, which is the problem or query to be solved. This input will be recebved by the CM, which ks responsible
for controlling the entire process carded out by the HRS. In this case, it seeks a PoQ representing a DL situation called Actional Discourse. To do
this, it seeks to detemmine If a person s sick, according to certain assumptions. In particular, our systern must manage the symptoms that can or
cannot be assoclated with a disease, the conflicts between the symptoms provided by each doctor or sensor, the lack of information, the inconsis-
tency of the data, ete. Thus, our systern allows managing the different ambiguities between the opinlions of the doctors and/or information cap-
tured by the sensors. In this way, it & composed of four axloms that deserdbe the problem, and two conjectures that represent the questions to be
solved {see Figure 3k

1. Sick with D because U presents any of the S symptoms, acoording to Doctor Dr (see axiom diseaseDoctor) This axiom determines if any of
the 5 symptoms is detected by Dr {symptomn Doctor in the user U. Then, it s checked if the detected symptom 15 assoclated with the D disease
(isSymtom).

2. Sick with D according to the opinion of the Doctor Dr, because U presents any of the 5 symptoms (see axiom sickDoctor). This axiom deter-
mines if there is a disease D in the user U, according to the opinion of doctor Dr {disease Doctor). This axdom is based on adom 1, because the
Doctor Dr detects any of the S symptoms.

3. Sick with D because U presents any of the 5 symptoms, acconding to Doctors Drl and Dr2 {see adom diseaseDoctors). This adom akso Is
baced on adom 1. It camies out a double check of the doctor's opinlons about the symptoms, such that it detemines if disease D is present in
user U based on these opinons of the doctors Drl and Dr2.

4. Sick according to the opinion of the Doctors Dirl and Dr2, because U presents any of the 5 symptoms {see axom sickDoctors). This adom s
based on axloms 2 and 3, and it determines If there is a disease D In the user U, according to the oplnlons of the doctors Drl and Dr2
{diseaseDoctors)

5. Conjecture t slekDoctors. User_A k sick aceording to the opinlon of doctor_Aand doctor_B.

6. Conjecture ii: diseaseDoctors. User_A s sick with D according to the opinion of doctor_A and doctor_B. D belongs to the set of diseases that
are avallable in the knowledge base.

Finally, the HRS with the inputs defined is ready to start the extraction of the knowledge needed to reason and make its recommendations.
These processes ane shown below:

51 | Identification of URls using LD

This process shows how the HRS ldentifies the ToC present in the PoQ Input, and thelr relationships. For this, it seeks to assoclate each ToC o a
URI that represents it {see macro-algorithm in Table 3). In this case, it ks assumed that the knowledge base of the HRS knows the user and doctor
Tol, and the relationships between them, using only the vocabulary FOAF {see Table &).

The process begins when VM is activated by CM to identify ToC see step 1 in Table 2). Then, VM obtains the predicates disease, IsSymptom
and symptomDocter, and with them, it extracts the ToC disease, symptam and doctor (step 2.1 in Table 2). |t does not identify the ToC disease and
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tofi{dlseaseDoctor, axion, |
L L L= R |
{ disease{D] & symptonloctor{l, 5, Or) & 2sSymotomiD, 5] )
= dizeasaeDactoriU, D, Cr)
L
fof{sickDoctor, axiom, |
L 11 1) I
{ diseaseboctorcl, O, Dr) |
== sickDector(l, Dr]

b

fafi{dissaseloctars axiom, |
LI i S e o) R
{ diseaseloctor(lU, b, Drl] & diseaseleczoril, O, OrZ) |
== disasseloctars{l, 0, Drl, 0r7]
M
faf{sickDectors axion,
I [U,Drl,Dr2,0] ¢
{ diseaseboctorsi{l, D, Drl, DrZ) |
= sickNoctars(l, Orl, Dr2]

HRAKER Conjarture
fof{i,conjecture,|{ sickDoctorsiuser A, doctor_ 4, deoctor_BY ).
fofiii.conjecture,| disesseDocters{user A, D, doctor A, doctor B ).

FIGURE 3 Input problem or query for the hybdd recommender system

TABLE 6 Hybrid recommender system knowledge base on the terms or concepts {ToC)

Tol URI

user foaf:Ferson
doctor foat:Person
opinion Doctor foaf:Document
publications foafpublications
maker foafmaker
Subject Property Object

user publications opinionDoctor
aopinion Doctor maker Dioctar

Note faaf: http:/ /xminscom/ foaf/0 1/,

spargl = SPARCLWrapper2(“http!//1ive dbpedia.org/sparal”)
spargl .setQuery ™"
SELECT DISTERCT 7URI

FIRT
i ragax| ?URT, ' ontology!
ILTER regex|?URI, ' disease’,

FIGURE 4 Query to find an ontology for the tems or concepts: disexce

symptoms, and the relationship between them {step 2.2.1 In Table 2). WM solves this problem with the invocation to QM to prepare querles to
etract infarmation from the LD through the DelE {step 2.2.1 in Table 2. In this way, for each unidentified ToC, an ontology & sought to
describe it Figure 4 shows a query defined by QM (step 2.2.1.2 in Table 2}, a process that was previously described in the QM component, for
extracting the URI This query searches for an ontology for the ToC disease that is contained in the source of LD Live-Dbpedia, obtalning as a
result the LRI to represent diseases: “http/ /dbpediaorg/ontology /disease™ fstep 22.1.3 in Table 2)
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Finally, WM uses LD techniques and the information contained in the LD sources istep 2.2.1.4 in Table Z), to identify and relate the terms of
the PoQ input (see Table 7).

The processes described in this section are automated in Python. The first process (VM component) extracts the predicates from the axioms
deseribed In PoQ). Those predicates are transformed into ToC, which are the terms to be searched In the LD source. The second process ises the
templates described in QM as “Concept as URI™ or “*Property related to a Concept as URI”, where the words CONCEPT or PROPERTY are rep-
laced by the ToC that needs to identify its URL Then, the search query is executed in the LOD source endpoint {eg. http://livedbpedia.org/
spaml) This process is repeated with all the ToC that need to be identifled, and if any of these ToC is not associated with a URI, then the system
stops its execution and indlcates the problerm

52 | Knowledge extraction using LD

In this case, it extracts information from the sources of LD to enrich the knowledge about the ToC identified from the PoQ entry (see macro-
algorithm in Table 3} This process starts when CM activates QM to generate two quedes (steps 1.1 and 1.2 in Table 3), these quedes are gener-
ated following the process descrbed in the QM component to extract knowledge. On one hand, it generates a query that extracts from the local
souree of LD the symptormns detectad in the user A by doctors or sersors (Figure 5).

On the other hand, it generates a query that extracts a list of diseases with thelr symptoms, from the Live-Dbpedia source of LD (see
Figure £).

Finally, CM executes the queries {steps 1.3 and 1.4 in Table 3). Table 8 shows 2 small part of the data extracted about the diseases, with thelr
symptoms.

TABLE7 MNew terms or concepts identified and related to thelr URIs using linked data

Tal URI

disease dhodisease
symptom dbosymptom
isSymptom dba:symptom
Subject Property Object
disease isGymprtam symptom
opinion Doctor isSymptom symptom

Mate dba: http:// dbpedia.org/ontology/.

spargl = SPAROLWrapper2{"http://localhost/spargl")
spargl.setluary{"""

PREFIX local: <http://localhost/>

Tsymptom Fdactor

f:maker 7doctar
fopinionDoctor dbe:sympton Paymptom |

1
any

FIGURE 5 Query to extract the symptoms detected in the user_A

spargl = SPAROLWrapper2{"http://live.dbpedia.org/spargl")
spargl . setfuary[ """
SELECT ?dissase Psymptom
WHERE{
Tdisease dborsymptom ?symptonm .
t

ardar by Vdisease

niny

FIGURE 6 Query that generates the list of diseases and thelr symptoms



SANTOS s AGUILAR

WILEY_| 22

TABLE B8 Diseases with thelr symptoms extracted from linked data

Disease Symptom

dbpedia Vohulus dopedia_Blaating
dbpedia_Vohulus dhpedia_Constipation
dbpedia_Zika_fever dopedia_Conjunctivitis
dbpedia_Fika_fever dbpedia_Fever

foflisSymptom_type,axiom,{
)

| disease(D)
== 7 [§]
{ symptom(5)
& 1sSymptom(D,5) ) 1 }}.

fof(1sSymproml, axicn, isSymotom(dbpedia 17Hydroxysteroid dehydrogenase_[11_deficiency , dbpedia Hypothyraidism) ).

fof{isSympteml333, axiom, isSymptom{dbpedia Velvulus , dbpedia Bloating) ).
fof{isSymptoml334, axiom, isSymptoa|dbpedie Volvulus , dbpedia Constipation} ).
fof(isSymptoml335, axiom, isSymptom{dbpedia Volwulus , dbpedia BHloody_stool) ].
fof{isSymptomi336, axiom, isSymptom{dbpedia_Volwulus , dbpedia_Abdoninal_pain) ).

fofiisSymptoml356, axiom, isSymptom(dopedia_7ika_fever , dopedia_Conjunctivitis) ).
fof(isSymptoml357, axiem, isSymptom{dbpedia Zika fewver , dbpedia Fever] ).
fofiissymptoml 358, axiom, isSymptom{dopedia Zika fever , dopedia Maculopapular_rash] .,
fof(isEymptoml359, axiom, isSymptom{dbpedia_Zika fewer , dbpedia_Arthralgia) }.

FIGURE 7 Information ondiseases and their symptoms converted to disletheie logic engine

LRAAAE Conjectura
fofll.conjecture,{ sickDoctors{user_A, doctor_ A, doctor B) 1).
fof(ii,conjecture, [ diseaseDoctaorsiuser_A, D, doctor_A, doctor_B) §).

FIGURE 8 Conjectures toverify and filter the data

This process ks automated In Python, for which it uses the template deserdbed in QM “Knowledge Extraction™, where it replaces the word
URI_PROPERTY with the UR| of the ToC that needs to extract the knowledge. Then, it proceeds to execute the search query on the endpoint of
the LOD source (e.g. http://live.dbpediaorg spargl). This process is repeated with all the ToCs that need to extract knowledge.

53 | Verification and filtering of recommendations using DL

This process verifles the inconsktendes and/or amblguities of the extracted data, and flters them based on the DE found by DILE {see macno-
algorithm in Table 4} However, to achleve this goal ConM and QM must be activated. ConM {step 2.1 in Table 4} transfoms the data extracted
by DelE (see Table 8) to DiLE specifications, based on axloms and facts. This transformation process has been explained in the ConM component.
Figure 7 shows part of the result of the conversion of diseases and thelr symptoms, where the axiom isSymptom _type represents the relationship
between disease and symptom, and the rest are the facts that represent the extracted data.

Figure & shows the conjectures extracted from the PoQ by the QM (step 3.1 In Table 4} With these conjectures, DILE will be able to reason
in the next step with the model and its data, allowing filtering of recommendations.

Mow, the RM can invoke the DILE to verlfy and filter the recommendations {step 4 in Table 4], In the case of conjecture | {see Figure ), DILE
detemnines that user_Als sick based on the opinlon of doctor_A and doctor_B. In the case of conjecture || {see Figure 8], DILE tests every disease
{varylng the value of D in conjecture |1} that it has in the knowledge base, to verify and filter the di to be recor ded. Flgure ¢ shows the
verification of two diseases (dbpedia_Zika_fever and dbpedia_Vohulus) with conjectune il. For dbpedia_Zika_fever DILE detemmines that it ks a dis-
ease to be recommended (YES), since in both the doctors determine that there are symptoms associated with the disease. For dbpedia Volvulus
DiLE determines that it ks not a disease to recommend {NO), since only doctor_B opined that it has symptoms assoclated with that disease.

Finally, Table % shows the result achieved, after DILE filtered and sorted the recommended diseases that is, the cases that gave YES with
conjecture 1.




SANTOS s AGUILAR

4 —dbmdla_Zl ka_fever ; user_A

1 dbpedia Booty_stont

1
I
I
I
]
i
1
I
I
[
I
i
I
[
1
[
[}

fof{ll, canfacture,{

Fafili, conjocture,{
- A, dbpedis_Volvulus,doctor_& .m_s,]

[MMM_A.M _Zika_fevardoctor A, doctor_8)
N, .

FIGURE 9 Comparison of the result of two conjectures with respect to the data

TABLE? Recommendation achieved with dialethelc logle engine
Recommendation Ranking
dbpedia_Zika_fever
dbpedia_Chikungunya
dbpedia_Measles
dbpedia_Rheumatic,_fever
dbpedia_Trichinosis

L% T S T

spargl = SPARQLWrapper2('http://1ive dbpedia.org/spargl ™}
spargl .setQuery ("""
SELECT ?property fobject
WHERE {
dbor:Zika fever ?property Pobject .
5
o

FIGURE 10 Query to extract data assoclated with Zika_fever

The processes described In this section are automated in Python. They are the most complex processes and are the core of the HRS. The first
process (ConM component] transforms the enriched properties to axdom; in this particular case, the 1sSymptom property {see PoQ in the case
study), which has assoclated two concepts: disease and symptom (concepts that were obtained using the UR|_PROPERTY In the previous section],
being 2 follows: isSymptorm{disease, symptom). The second process executes the IGRM3 reasoner with the information held by PoQ and the
enriched properties transformed into axdoms. Finally, the items recommended by the reasoner are stored in a list and sorted by their ranking.

54 | Content extraction related to recommendations using LD

In this case, It ks extracted new information from the LD sources related to the UR representing each disease reached a5 a recommendation (see
macro-algorithm in Table 5} For this, RM activates QM to generate a query that allows extrading such information {step 2 In Table 5). This query
s generated Falowing the process deseribed in the QM component to extract knowledge. Figure 10 shows the query that searches and extracts
all the content related to the URI that identifies Zika Fever, such as symptoms, treatments, cause, among others (step 2.1 in Table 5)

RM collects all the information extracted with the previous Zika Fever query (steps 3 and 4 in Table 5, and associates it with the URI of sald
disease (see Table 10). This process of extracion and association is repeated with each of the diseaces recommended by the HRS.
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TABLE 10  Extracted lirked data content on Zika fever

Disease Property Value
dbpedia_Zika_fever Duration Less than a week
Deaths Mane during the initial infection
Prevention Decreasing masquita bites, condoms
Diiag nosis Testing blood, urine, or saliva for viral RMA or blood for antibodies
Complications Duririg pregnancy an cause microcephaly, Guillain-Barré syndrome
Symptom Conjunctivitis
Fever
Maculopapular_rash
Arthralgia
Differential diagnosis Leptospimsis
Measles
Malaria
Chikungunya
Dengue
Treatment Supportive_care

Finally, the RM delivers all collected infomation to the user.

Also, this process Is automated in Python based on the template deseribed in QM “Knowledge Extraction™, for which it replaces the word
URI_COMNCEPT with the URI of the tem recommended by the system. Then, it proceeds to execute the search query at the endpoint of the LOD
souree (e.g. hitp://live. dbpedia.org/ spargll. This process Is repeated with all the recommended tems.

6 | AMNALYSIS OF RESULTS
6.1 | Analysis of the HRS

In this section, we analyse the behaviour of our HRS and evaluate the recommendations achieved using the information extracted from LD. In
general, the process Is composed of three steps: (1) General description of the data extracted from the sounces of LD with DelE. {2} Recommenda-
tions reached with the DE detected by DILE. (3} Assessment of the recommendations reached through the hybrid reasoning mechanism. To show
in detall each step, the data and the model deseribed n the previows section will be used.

611 | General description of the data extracted from the sources of LD with DeLE

Table 11 shows the state of the knowledge about diseases, symptoms, and the relationship between diseases/symptoms. In the column Before,
the knowledge of the HRS before the extraction of the external sources of LD is indicated, where only the profile of the user is known, with its
4 symptoms detected by doctor_A fdbpedia_Cenjunctivitis, and dbpedia_Arthmigis) and doctoer_B {dbpedia_Constipation and dbpedia_Fever). In
the After eolumn, the knowledge extracted by HRS from external sources of LD based on Dbpedia is indicated, where the system now recognizes
523 dk 544 symptoms, and 1359 dis fsymptom relationships.

The computational procedure to obtain the knowledge in Table 11 involves several processes, such as detection, extraction, and transforma-
tion of data. The strongest complexty lies in the ability to detect each concept needed in the model studied and the relationship of these con-
cepts with the UR| that represents it. Once this knowledge is obtained, the extraction and transformation are quite simple and fast.

6.2 | Recommendations reached with the DE detected by DIiLE

In the second step (see Table 12), it presents the DE detected by DILE. The DE represents the ambiguities found by the reasoner through conjec-
ture || {diseaseDoctors). In the particular case of this problem, these DE represent the diseases fiterns) to be recommended, since DILE identifies
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in each of the possible recommendations their state of amblguity, that is, If there are or no symptoms assoclated with each disease. Specifically,
Table 12 presents two things, in the first one, it is observed for each symptom {Ldbpedia Conjunctivitis, 2.dbpedis_Arthralgia, 3.
dbpedia_Corstipation and 4.dbpedia_Fever) of the user_A the number of diseases associated with those symptoms. On the other hand, it is
observed the number of diseases that DILE has recommended when detecting DE cases.

In this step, the computational costs to reason and determine the recommended Ibems (see Table 12) are guite high, because the DL reason-
ing engine {JRM 3] In the first stage performs an exhaustive process of verl fication of the model and the data to be used; and in the second stage,
it makes tests to determine the cases of ambiguities and to find the possible items to be recommended.

621 | Assessmentof the recommendations reached through the hybrid reasoning mechanism

Finally, step 3 assesses the recommendations achieved. On one hand, the concept of “optimal completeness™ i used to validate that the recom-
mendations follow the characteristics of the user profile. On the other hand, Precislon, Recall and F1-measure are used to detemine the quality
of the HRS.

Optimal Completeness (OCE A retrieval strategy is optimally complete if it ensures the retdeval of the most similar case, if any, which satisfies
all the hard constraints in a glven query {McSherry, 2006} In our case, the recommendation ghven by the HRS &s considened optimally complete
regarding the profile of a user, If the characteristics of the recommended iterns (Rz) are similar to the characteristics assoclated with the user pro-
file (L), satisfying all the hard constraints of agiven guery. The optimal completeness is:

OC=Re/Ue.

The completeness value would be between zero and one, such that the closer the value is to one, then they are more similar. Table 13 shows
in detail the diseases recommended by the HRS for the joint deckion by doctors A and B, according to the symptoms detected by each one in
user_A, where the total of such symptoms ks 4 that Is, U = 4. Zerorepresents that this symptom is not present in the disease, and one represents
the opposite. Let us see, In detall, the caleulation for the disease dbpedia_Zika_fever: we observe that 3 symptoms of the user_A are assoclated
with this disease {the real symptoms of the diseases weme extracted from the LD sources), then, Re Is equal to 3. Therefore, the completeness.
value would be 34 = 075,

TABLE 11 Summary of data collected by descripion logle englne from the linked data sources

Before After
Diseases @ 523
Symptoms 4 544
Relationship disease/ symptom 1] 1359
TABLE12 Dialethelc contradiction level of the user
user_ A Symptoms 1 ¥ 3 4 Recommendations/DE
Disease 3 3 10 a8é 5

TABLE 13 Optimal completeness of recommendations submitted by our hybrid recommender system

user_A

Disease
dbpedia_Zika_fever
dbpedia_Chikungurya
dbpedia_Measles
dbpedia_Rheumatic_fever
dbpedia_Trichinosis
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Mow, to evaluate the quality of the HRS, we use the metrcs Accuracy [P, Recall [ and F1-measure F1). These metrics are caloulated from a con-
tingency table that classifies iterns with respect to the information needs of the wser (see Table 14) (Ricd et al,, 2011), distinguishing two groups:
relevant or not relevant. In this case, the relevant items are the diseases that present some of the symptoms assoclated with the user's profile. Fur-
thermore, the berms are alko cdassifed aceording to whether they are recommended to the user (recommended) or not ot recommended).

Table 15 presents the quality evaluation of the HRS using the recommendations reached in 11 users. However, we have extended the num-
ber of users, despite the high computational cost due to the DL reasoning engine based on JRM3. In the Recommended column, it indicates the
number of diseases recommended by the HRS. In Relevant, it indicates the number of diseases that have an assodated symptom present in the
user profile. Finally, the values reached In the metrics in P, R and F1 are presented. About P, Itis intemreted that the HRS always recommends dis-
eases that are relevant to the user. For R, when the value is higher, more user-relevant diseases have been recommended by HRS. For F1, when
the walue Is higher, then the HRS has the best behaviour, according to the P and R metrics.

In general, our HRS has a high P, recommends all the relevant diseases, and an acceptable F1 value (0.83). In general, the value of recall is not
weery bad, although in some cases the value is low {(0.54) That is, In some cases the sensitivity b not very good, such as the total amount of rele-
vant recommendati ons successfully glven ks not high. It can be due to a lack of information about the disease, among other things. However, the
main point Is that our system can eliminate the information do not relevant for all cases (see column tn in Table 15). The results for 100 users fol-
low the same trend a5 for the 11 users shownin Table 15 Thus, the HRS always manages to reach a P= 1since the inference engine always rec-
emmends relevant information about the diseases. For R, the average i equal to 0.75, which indicates that almaest all the relevant infemation s
recommended, but despite the management of uncertainty and linked data, there s still some relevant information that ks not completely linked
b our HRS. Finally, the average of F1 ks 0.86, which ks affected by the value of R.

6.3 | Analysis of the PoQ input
In this section, we analyse some models of the PoQ input to our HRS, to study the different states of DL using LD. This article only tested the
dizlethele state called Fetlonal Discourse, where the model *it seeks to detennlne If a person k skek according to certaln assumptions of Doctors” was

Implemented. Also, for the “Flctlonal Discourse ™ case can be studled:

1. | have the D disease because | have the same symptoms 2 another user,
2. | will take the M medicine because | feel sick with D.

TABLE 14 Confingency table

Recommended Mot recommended
Relevant True- Pasitive {tp} False- Megative {fn)
Nat relevant False-Pasitive (fp} True-Negative {tn}

TABLE 15 Quality of the hybrid recommender system

User Recc ded Rek Tp fp n n P R F1
wser_1 26 50 26 1} 24 473 1 054 07
user_2 28 50 28 1] 22 463 1 (173 075
user_3 5 7 4 1} 2 520 1 072 083
user_4 22 a8 22 1} 16 485 1 06 075
user_5 a6 100 86 1} 14 423 1 086 092
user_& 14 23 14 1} @ 500 1 058 073
user_7 17 24 17 1} 7 499 1 073 0B84
user 8 5 7 5 1] 2 520 1 072 083
user_ 9 5 5 5 1] 1} 518 1 1 1
wser_10 12 20 12 1] ] 503 1 L1723 075
user_11 43 51 43 1} a 472 1 0.84 051
Average 1 072 083
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For the “Contlngent statements about the future " case can be studied:
1. Il be sick tomorrow...
2 Tomormow, Will | be sick with the D disease?
3. Next month, Wil | have the § symptoms of disease D?

For the “Fallure of a presupposition” case:

1. If | have symptoms, then I'm sick.
2. Ifl have the S symptom is that |'m sick with D.

For the “Vaguenes " case:
1. Heisvery sick

He's a little sick.
3. He has a lot of symptoms

)

Or, for the **Counterfactual reasoning ™ case:

1. Ifl had not gotten wet, then | would not be sick and | would not have to take medicne now.
If | had taken the medicine, then | would not be sick and now | would be cured.
3. Ifl had gone to the doctor, then | would not be sick and now I'd be in the P place.

e

In general, the implementation of all these PoQs requires the definiion of axioms and assumptions for each case. In addition, it s required to
use a source of LD with the medical history of the users, the symptoms, diseases, drugs used, and vaccines, among others, with their respective
dates. Let us analyse each case:

1. Contingent statements about the future: Detemning whether or not a person might have a disease In the future, knowing that the disease
occurmed repeatedly or not For example, acne (dbpedia_Acne) appears in people at certain times in their ves.

2. Fallure of a presupposition: Even If we know that a person has a disease that does not repeat itself in life, it again had occurred. For example,
varcells {dbpeda_Chickenpox) when oecurs in a person with little aggressiveness, the body does not generate the necessary antibodies to be
immune all Iife long, and the disease can occur again

3. Vagueness: How to know when a person had ageressively an lllness or not. In the example of varicella, it ean be eruclal, to know if such a dis-
ease could present again.

4. Countefactual reasonlng: By knowing what the patient had In the past or not, it wodld allow bullding seenarios of what might or might not have
happened. A person who has not been vaodnated against a disease Is more lkely to have it in the future.

6.4 | Comparative analysis
This section cardes out a comparison with the works in the literature. For that, in this paper are identified the following four evaluation criteria:

1. C1: Machanisms used to obtain recommendations.

2 C2 Utlization of LD as a source of Knowledge.

3. C3: Recommendation of complementary Information.

4. C4: Utilization of a Knowledge Model with inconsistency fambiguity states.

In Table 16, the Bwaluation column presents the metres used for the evaluation. In the Griterda column for €1, WS Is Vector Space, GB ks
GraphrBased, CBF Is Content-Based Filtering, CF b Collaborative Filtering. Similarly, in the Crtera columns for C2, C3 and C4, « means the crite-
rion k& met, and x means the eriterlon is not met.

For criterion CL the reviewed works show that the mechanisms used to obtain the recommendations fall into two groups. In the first group, the
mechanisms are focused on representing and enriching the knowledge for the ecommendations. In this case, the vast majority of the papers are based
on graphs, except for Musta, Franza, et al {201 8) and Zitouni et al {2017), which are based on vectors to represent and characterize the recommenda-
tions. In the second group, the medhanisms are focused on filkering the recommendations, using only one type of RS {Chicsiza et al, 2017; Musta,
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TABLE 16 Comparative analysis with previous works

Criteria
Wark [Evaluation c1 c2 o=} c4
Musto, Basile, et al, {2017) Fl-messure, mean average precision (MAF) and intradist diversity (ILD)  GB, CBF s X %
Musta, Lops, et al {2017} Fl-measure and normalized discounted cumulative gain {(nDCG) GB,CBF, CF o x X
Chicaiza et al {2017) Mot indicated GF. CBF s x X
Pereima et al. {2018} Acceptance criteria, precision GF, CBF, CF s x b4
De Angelis et al (2017} nDCG@n GF.CBE.CF  « x %
Fogli et al {2018} Precision, novelty, non-abviousness and serendipity GF, CBF, CF o o X
Musta, Marducei, et al. {2018) Transparency, persuasion, engagement, trust and effectiveness GF, CBF o X o
Natarajan et al. {2020} F-measure and precision CF s x X
Garcia-Sanchez et al {2020} F-measure and precision CBF o x x
Zitouni et al {2017} Mean absolute eror (MAE} W&, CBF s x X
Musto, Franza, et al.{2018) Flakemesire s, CBE v = X
Sehan et al {2017} Precision, recall, accuracy and F1-measure GB,CBF o x X
Setibaq etal {2020} Simiarity measures ceF s X
Ammar et al. {2021} Precision CBF g x X
Chew et al_{2021} Data sparsity and root mean square emor CF o x x
Our approach Optimal completeness, precision, recall and F1-measure GB,CBF s o o

Baslle, et al, 2017; Muste, Franza, et al, 20 18; Musto, Mardued, etal, 2018; Rahayu et al, 2022 Selvan etal, 201%; Zibouni etal,, 2017}, or cormbin-
ing varlous RSs {De Angelis et al. 2017; Fogll et al. 2018; Musta Lops, etal, 2017; Perelm et al., 2018} that combine CBF with CF.

For C2, all works use LD, whether the sources are based on the LD paradigm or transformed into LD. Besides, these sounces are very varded,
ranging from public or private sources to general or specific sources. For C3, it is observed that only (Fogli et al, 2018; Sebbag et al, 2020} and
our proposal take advantage of these interrelations to offer complementary information extracted from the same sources of LD, sllowing the
extension of the information that is presented to the users about the recommendations reached (see Sections 4.2.4 and 5.4). On the other hand,
fior C4., only our work shows capabilities to sobve inconsistencles and/or ambiguities that are present in the reasoning model, and this is achieved
thanks to the DL reasoner. Other fundamental aspects are the flexibility of the proposed architectures to incorporate other reasoning methods
{e.g. fuzzy using paradigms such as fuzzy cognitive maps {Aguilar, 2001)), feature engineering processes {Pacheo et al, 2014}, or migrate the
architecture to an autonomic scheme {Monsalve-Pullde et al, 2020). Our architectural proposal can be easily extended with these characterdsties.

Concerning the evaluation, all papers present a set of metrics to evaluate the different characteristics of their RSs, except for {Chicalz
et al, 2017 Our approach uses the same metres 28 other RSs {see Table 17), like the papers (Ammar et al, 2021; Fogll et al, 2018; Garcla-
Sanchez et al, 2020; Natarajan etal, 2020; Peredr et al, 2018; Selvan et al, 2019) that use Predslon metrc, {Selvan et al,, 2019) that use Recall
or {Garcla-Sanchez et al, 2020; Musto, Baslle, et al, 2017; Musto, Franza, et al, 2018; Musto, Lops, et al, 2017; Natarajan et al, 2020; Sebvan
et al, 2019) that use F1-measune, but each paper has been used in a different context and dataset to solve the recommendations. Now, we com-
pare these papers with our proposal using the value reported for these metries (see Table 17} When amparing the papers with respect to thelr
metrics, our work outperforms all the papers by a wide range, with the exception of (Selvan et al, 2019), where our work ks better in the Preclsion
metric and inferior in the Recall and F1-measure metrics, but it can aso be observed that these difference are minimall It is also important to high-
light that there is no previous work that evaluates the quality of the generated ontology (see works, Chew et al, 2021; Mahdi & Hadi, 2021;
Selvan et al, 2019}, only MeSherry (20046) and our work proposes a metric to evaluate it fcompleteness)

In synthesks, all works use LD a5 a source of knowledge because of its vadety and semantics, elther to characterdze the elements to be rec-
ommended and/or the user's profiles. However, only Fogll et al. {2018), Sebbaq et al. (2020) and our approach take advantage of the LD to extract com-
plementary information for the recommendation, which s very interesting because the user when receiving the recommendations will need to know
therr in-depth to make 2 decision. Finally, what makes our work unigue with respect to the rest, s the capability sequired by using a DL reasoner, which
allows reasoning in states of ambigulty and inconsistencles, which is one of the most difficult problems to face in RSs and in the LD paradigm.

The main aspect of Introducing DL s that our HRS guarantees to deliver only relevant information in the recommendation process since It
eliminates non-relevant information for all cases. For this task, the disambiguation process is erucial, since it allows recommending only relevant
information at a glven moment (P = 1), Altedng out the non-relevant. This i vital in 3 recommendation process, since for certaln contexts, it ks
mandatory to guarantee this (for example, in diagnostic tasks).

Regarding the relevant information that is not recommended in certain cases, that is thatit is outside the recommendation, twe aspects could
be anatysed. On the one hand, extend the LD process using dialethele logie in this process {in principle, to guarantee the handling of uncertainty



TABLE 17 Comparative analysls with previous work using the same metrlcs a5 our approach
Metrics

Wark Optimal completeness Precision Recall Fl-measure
Musto, Basile, et al {2017) x x x 0550
Musta, Lops, et al {2017} ® x x 0569
Pereira et al. {2018} x 0750 x x
Fogli etal {2028} x 0.820 x x
Natarajan etal. {2020} x 0.564 x 0.560
Garcia-Sanchez et al. {2020} x 0856 x 0792
Musto, Franza, etal.{2018) X x x 0453
Sehvan et al (2019} x 0957 0785 0.865
Ammar et al. {2021) X 0500 x x
Chew et al.{2021) x 0.929 x x
‘Our approach 0.750 1 Q720 0830

The bald values represent the best results obtained with each metric.

during the semantic enrichment process). On the other hand, seek to extend the LD process with exhaustive information retdeval strategies, seak-
Ing to aveld leaving out any information related to the topic to be recommended. From there, the process of filtedng the Information recovered
through the uncertalnty management mechanism would then be carded out.

7 | CONCLUSIONS

In this research, it was developed an HRS based on the Description,/Disletheic Logic, which provides an innovative architecture for the manage-
ment of LD in contexts of ambiguous reasoning, taking advantage of the data generated by the different sources of LD, either created by people,
sensors of applications, allowing the integration of all this infermation to be explolted by the recommender. The utilization of LD allows endching
the knowledge of the concepts involved in the reasoning, by extracting from the different sources the semantic information, and then, relating
them to those concepts. In our case study, the symptoms assoclated with the different diseases were obtained from the sources of LD. On the
other hand, the reasoning mechanisms based on DL allow the recommender to handle situstions of contradiction or inconsistency, which & one
of the most difficult problerms in order to detemmine what Infomation to offer to users.

The modular architecture of this recommender allows including reasoners with different logles, increasing its capacity to glve richer answers
in different scenarios. Currently, the recommender has a description logic reasoner based on LD, and a DL reasoner based on RM3 logic. Likewise,
the arehitectire speci fles a set of managers that can be replaced or modified to improve or adapt to new reasoning medhantsrms.

In the case study, it is shown how the HRS orchestrates the reasoners and managers to extract and process the knowledge obtalned from the
LD, and thus respond to the recommendation needs considering the states of ambiguity or inconskstency. In particular, it desedbes how concepts
associated with PoQ) are identified {see Section V.A), which are then used to extract information from LD sounces (see Section 5.2). Having all the
necessary knowledge to reason, it i processed with the DL ressoner that identifles the amblguous cases, and reaches the recommendations
based on the preferences of each user {see Section 5.3L Finally, it extracts from LD content related to each recommendation achieved {see
Section 5.4} Ineach process ks detalled the behaviour of the algorithms executed by the HRS, to arrive at the recommendations.

In comparison with other RS, all recommenders use descrdption logic a¢ an intrinsic mechanism for the exploitation of LD, and with respect to
solve the ambiguities and/or inmonskstencies, only our work has this capability Eee Section 6.2). In our approach, we use a DL engine based on
RM3 logic, which allows neasoning in the states of ambiguiies or inconslstencles. Another detall ks related to the extraction and endchment, all
the recommenders consider the use of LD a5 a source of knowledge, because of its varlety and semantic, etther to characterize the elements to
be recommended and/or the user profiles. However, only one work and our proposal take advantage of the paradigm of LD to offer complemen-
tary information extracted from the same sources of LD, allowing the extension of the Information that is presented to the users.

Future works will test the HRS by explolting the different states handled by the DL such as when the presuppositions fall {for diagnosis or
detection of faults), in vagueness {lack of darlty in language), in counterfactual reasoning {thinking what could have been) and/or in contingencles.
about the futune that are keys to handing historical data {that indicate that something was true and fakse in the past). Also, other data sources will
b tested to observe system behaviour in these stuations, and tests and evalustions will be made to detemmine the computational cost when
using LD {when extracting and transforming data) and DL {when reasoning with JRM3). Particularly. by Increasing the number of users who need
recommendations, the computational cost increases since each recommendation needs to run the DL reasoning engine {JRM3), due to this engine
is responsible for determining the possible ambiguities and items to recommend (process analysed insection VLAZ). A future work is o test other
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DL engines to analyse their computational costs and the quality of their reasoning results, and to compare them with respect to the one used in
this work.
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8.6 Anexo 4.B: Evaluation of digital competence profiles using
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Introduction

At present, competence management finds complications in understanding the
real meaning of competence in unstructured digital professional and academic
profiles, where its significance depends directly on the knowledge and percep-
tion of the publisher. Thus, one of the main limitations is competence interpreta-
tiom, leading to more than one meaning. For example, we find skills that describe
different cognitive levels and processes simultaneously, generating that the pub-
lisher determines ermoneous assumptions about these skills. In this way, we find
ambiguous gaps in the alignment of competence terms, which constitute a natural
language problem, affecting the construction of competence models.

In general, the lack of clarity of competencies causes ambivalences and mis-
understandings, which do not allow them to create specific training or curricula
(Kraveik et al., 201 8). An educational syllabus requires definitions of domain and
scope of knowledge and skills to acquire competencies (Guevara et al, 2017)
correctly. On the other hand, universities require to update academic profiles
with new labor market needs (Elchamaa et al., 2019). But if job requirements
are ambiguous, how can academic profiles accomplish the desired competencies
(Kondratova et al., 2017) and guarantee good validation processes for acquir-
ing competencies (Gluga et al,, 2013)7 Thus, it is necessary to propose models
for competence ambiguity recognition in the professional and academic profiles
(Ramsauer, 2020).

Semantic models like ontologies modeling the relationships between skills and
knowledge, providing a theoretical and contextual framework for creating pro-
fessional and academic profiles (Miranda et al., 2017). Despite this, ontologies
face lexical ambiguity problems between terms and concepts, causing amhbiva-
lences when unifying information from multiple sources (De Leenbheer et al.,
2007). Furthermore, ontologies use formal languages, such as the Description
Logic, to describe concepts and their relationships by assigning them true or false
valves (Hassan et al., 2012; Malzahn et al., 201 3; Montuschi et al., 2015; Sateli
et al., 2017; Sikos, 2017), which limits the ability of an ontology to represent the
meaning of ambiguous terms (Guo et al., 2016). Consequently, onmlogies are not
efficient for the representation of competence ambiguity in academic and profes-
sional profiles.

On the other hand. dialetheic logic is paraconsistent logic, which considers
that logic - formulae can be true, false, or both. Applied to formal models, the
arguments (axioms) in dialetheic logic allow contradictions and ambivalences
that present several truth values simultaneously (Pulcini, 2018). In this sense,
dialetheic logic enables the representation of contradictory or ambivalent events;
consequently, dialetheic logic can be a valid alternative to model computationally
the ambiguity presented by competencies.

There are investigations where the principles of dialetheic logic are the foun-
dation for solving problems, mainly in decision support (Zamansky, 2019), pro-
viding a non-rigid notion of consistency on large knowledge bases and omolo-
gies (Pelletier et al., 2017). On the other hand, there are methods for ontological
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representation to deal with cases of uncertainty (Dubois, 2012) (Perozo et al.,
2013}, Vagueness (Lukasiewicz, 2008), and imprecision (Faes, 2019). An exten-
sion of description logic is carried out for all of them, defining a set of rules for
probabilistic and Vagueness cases without testing in real contexts.

According to Pelletier et al. (2017), lexical ambiguity of five matural language
phenomena is related to Vagueness, failure of a presupposition, counterfactual rea-
soning, fictitious discourse, and contingent statements about the future. Each phe-
nomenon generates contradictions in the statements that make it impossible to
obtain a single truth value. These phenomena are presented in the context of profes-
siomal and academic profiles when publishers create ambivalent phrases according
to their knowledge, experience, and beliefs. In this way, professional and academic
profiles contain ambiguous competence statements, whose truth valves can be true
or false or both.

This work aims to develop a knowledge model t© analyze the ambiguities of aca-
demic and professional profiles from dialetheic logic. First, we identify the cases of
ambiguity in the competencies, and then, we create a knowledge model based on
dialetheic axioms called the Dialetheic Model (DM). After, we apply the DM over
a set of erms of competence belonging o a Competencies Ontology (OC) defined
in General Descriptive Logic. Subsequently, using measures of Robustness and
Entropy, we analyze the two models OC and DM, to determine their capabilities to
recognize dialetheic terms.

Thus, the main contribution of this paper is the proposition of a model © ana-
lyze academic and professional competence profiles, using dialetheic logic and
description logic, being an essential topic for educational technology. Intelligent
educational systems and learning environments can use this DM to improve their
reasoning capabilities: by computer-supported learning tools to support the leam-
ing processes via their personalization; by instructional design methods, curriculum
administration systems, and imelligent tutoring systems @ acquire and model the
knowledge and skills, among other utilizations. In this way, the model contributes to
the development of intelligent educational systems, allowing adequate management
and validation of competencies during learning processes, curriculum management,
among others.

Background

One of the competence management processes is the construction of professional
profiles, which anse the set of competencies of the ideal individual to success-
fully fill a job position (Guo et al., 2016). With this information, companies plan
the traming their employees require, and universities develop their academic pro-
files (Malzhan et al.,, 2013). Due to the business enviromment dynamics and the
non-standardization of the core competencies of most companies (Elkchamaa et al.,
2019}, the competencies have different interpretations gathering in the job offers. In
this way, universities receive ambiguous competencies from the work environment,
complicating the alignment between academic and professional profiles (Ramsauer,
20200,
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On the other hand, the university degree programs build learners’ competencies,
managing the appearance of new positions and the growing need for experts in cer-
tain areas (De Leenheer et al., 2007). At the same time, the university must align
with learning goals defined in standards and frameworks (e.g., ACM, EQF, etz.) to
comply with the regulations of government entities. However, the competencies of
these professional bodies vary in their descriptors, granularity, specificity, and struc-
ture (Gluga et al., 2013).

The panorama narrated in the previous paragraphs generates ambiguities in the
skills and knowledge within the models of competencies (Miranda et al., 2017), and
consequently, in the descriptions of the degree programs (Kondratova et al., 2017)
and the syllabuses (Gonzilez et al., 2017). This section describes the theoretical
aspects related to this problem and the proposed resolution.

Description Logic and Representation of Competencies

Description logic plays a crucial role in the omological models that currently sup-
port competence management, like OWL Lite and OWL DL (Horrocks et al., 2003).
Description logic generally provides the first-order formalism with a well-estab-
lished and straightforward declarative semantic to capture the meaning of the most
popular features of soructured knowledge representations ( Lukasiewicz, 2008).

However, the Description logic is not reliable for representing the information
uncertain, vague or imprecise, which produces inconsistencies in the processes of
ontological reasoning due W its inability t© handle ambiguity (Sikos, 2017). For
instance, it is complicated © describe the existing state, future outcome, or more
than one possible outcome when there is incomplete evidence or inconsistent knowl-
edge (Bourahla, 2015).

The ontological models for the management of competencies present Vagueness
and uncertainty in their structure at different levels:

*  Terminology: It is impossible to establish what class an individual of the ontol-
ogy belongs to due to its lexical ambiguity (Malzhan et al., 2013). This case
is widespread in those competence models where an ontological population is
made from unstructured sources, such as professional profiles (Janev, 2011). For
example, in the case of the individual, “software development™ may belong to
the domain of the concept “application” and the domain of the concept “soft-
ware” at the same time.

® Structural: Where concepts’ semantic ambiguity of ontologies causes alignments
and mixtures of ontologies that do not present the domain of the analyzed com-
petencies (Gluga et al., 2013). For instance, the concepts “design™ and “sketch™
are synomymous but may belong to domains of different concepts, such as
“knowledge™ or “synthesis.*

Consequently, competence management requires efficient, and at the same

time, flexible, onwlogical models for the detection and treatment of ambiguous
phenomena.

4 springer



International Journal of Artificial inteligence in Education

Dialetheic Logic for the Ambiguity of the Competendies

Formal languages for knowledge representation, such as description logic, cannot
show context contradiction cases (Apguilar, 2011; Gutierrez et al,, 2017) because
their tuth valies can be either true or false. In contrast, DMs describe linguistic
ambiguities through axioms that can be both (Pelletier et al., 2017). For example,
the affirmation that a person is in a room when he is walking through the door can
say that it is true and false at the same time (Pelletier et al., 2017).

Such assumptions are analyzed by dialetheic logic RM3 through translations of
RM3 formulae to classical First-Order Logic (FOL). Defining two translation func-
tions consistent with each other: ranslation res (dialetheic wuth being troe or both)
and anti-translation atrs (dialetheic falsity, being false or both) ( Pelletier et al., 2017;
Sutcliffe & Pelletier, 2019). The unified truth value of the two translations represents
the dialetheic possibility that the formula RM3 s both true and false, which con-
firms the contradiction existing in the formulae analyzed (Armuda, 1980).

Typically, the automated reasoning systems for dialetheic logic can support sev-
eral languages, such as clause normal form (enf) and first-order form (fof). Mainly,
fof is the language used by the reasoner of RM3 in its intemal processes for the
translations of RM3 formulae t© classical first-order logic (FOL) to use existing
first-order reasoning systems (Sutcliffe et al., 2012; Sutcliffe & Pelletier, 2019).

RM3 reasoning analyzes different natural language phenomena, such as term
competencies ambiguity, detecting various contradictions defined by formal axioms.
Thus, RM3 becomes a viable option for onwlogical contradiction analysis described
by general description logic axioms, especially related to relationships or concepts,
due to specific situations defined by the comtext. For instance, the OC ontology pre-
sents ambiguities regarding the knowledge and skill terms caused by the ambiguity
of the profiles. The following section explains the axioms in Dialetheic logic applied
to competencies ambiguity phenomena in the OC model.

Knowledge Model

The DM model contains hypotheses corresponding t the five dialetheic phenom-
ena: Vagueness, failure of a presupposition, counterfactual reasoning, fictifous dis-
course, and contingent staternents about the future. We apply the descriptions of
each axiom on the terms of competence, knowledge, and skill, belonging to docu-
ments of a profiles collection analyzed by experts (Gonzilez-Eras & Apguilar, 2018).
These terms belonging to the ontological population of the OC model, following a
method developed in (Gonzilez-Eras & Aguilar, 2019), with the support of knowl-
edge bases of knowledge and skills definitions: DISCO 1 (for knowledge), BLOOM
(for skill) (Gonzilez-Eras & Aguilar, 2019).

In the following subsections, for each dialetheic phenomenon, we first analyze
the axioms using term examples. We present the inference process using matural lan-
guage and description logic, and finally, the RM3 description is composed of three
components: axioms, which correspond to the dialetheic rules that define them;
facts, which are the entries to the model from the instances extracted from the digital
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Table1 Linguistic patiems of vagueness

Term Linguistic pattern Interpretation according  Editar's interpretation
to the patiern

Hardware knowledge NC-SP-NC Knowledge Skill

Java expernt NC-SP-NC Knowledge Skill

Soltware development NC-SP-NC Enowledge Campetenee

academic or professional profiles; and conjectures, which are activated during rea-
soning o perform the interpretation of digital academic or professional profiles (Pel-
letier et al., 201 7).

Vagueness

Vagueness comresponds to a lack of clarity, precision, or accuracy in natural lan-
guage (Sorensen, 201 8). The linguistic patterns of nominal and verbal phrases that
identify skills and knowledge competencies may be the same (homonyms). Table |
shows three examples of the ambivalence of these patterns, which are considered
noun phrases of the form NC-SP-NC and NC-SP-NC-AQ', representing the knowl-
edge component. However, these terms can be interpreted as a skill {Java experr and
Hardware knowledge) or a competence (Software development) (Gonzilez-Eras &
Aguilar, 2019). In this way, the linguistic structure of the nominal phrases is ambiv-
alent, according to the editor’s interpretation of knowledge and skl

In particular, we propose the following axiom for the vagueness problems
explained in Table 1:

If (the term T has a pattern P as knowledge) and (P is interpreted as a Skill (C1)
or Competence (C2)), then (T has an ambivalent pattern).

Figure | describes the axiom for the case of the term “hardware knowledge.” con-
sidering the ambiguity in the language patterns of the nominal and verbal phrases
for the model’s first axiom, which can be interpreted as knowledge, skill, or compe-
tence. According to the facts, the conjecture is true because “hardware knowledge™
has a pattern of knowledge. Still, it is interpreted as a skill, which is not understood
in the description logic OC model, given its inability to reason about ambivalent
facts.

Table 2 shows the axiom in RM3 format (Dialetheic Logic). As can be seen,
the axiom “rerm hasAmbivalentPartern™ establishes the relationship between
the linguistic patterns of the terms, depending on whether T (term) has a pat-
tern P that represents knowledge, but that, when it is interpreted is different (as
skill (Cl) or competence (C2)), so that there is an ambivalence. Thus, although

! CONLL format, where NC: noun, $P; prepesition and AGQ): adjective:
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Facts:

Matural Language Description Logic
Hardware knmdedyge hasPattern NC-SPNE haasPatbernd = ndware: Krowledge NC-SPART)
ME-5P-MEG s pattern of Knimvdedie isPalem (NC-5P-ME, Knombdge)
Hardware knovdedge (s interpreted as Skil Islrterpretedas {Hardware Knowleoge. Skil)
Hardware knovdedpe |s interpreted as Competence isirterpretedas {Hardwae Knowleoge, Cameatence)
Axiom:

Matural Language

Hartdware kninvdedge has an ambivalent pattern because has pattern KC-5P-NC and is Pattern of
knguwledge and is interpreted as Knowledge or Competense

Description Logic

hasAmbivalentPatlern{Hardware knowledge, NC-SP-NC, kreowledge, skill, competence) =>
hasPattern (Hardware knowledge, NC-5F-NC) & isinterpretedas (Hardwiare knowdedge. skill) ||
isinterpretedAs (Hardware knowledge, competence)

Fig.1 Vaguecnessanalysis process for the term “Hardware Knowledge™

Table2 Vagueness axioms in RM3 forma

If the term Thas a pattern P as knowledge and is interpreted as Skill C1 or Compe te noe

Cz, then T has an ambivalent pattern.

Axioms fof{hazAmbivalent Pattern asiom

TP CLC2] 1
{hasPattern{T, P) & isInterpretedAs{T, C1) & islnterpretedAs(P, Cx) &
isDifferent{C1,P*) & i Different{ Cz, F])
=> hasA mhivalentPattern{T, F]
]
0.

Facts fof{hasPatterm, axiom, hasPattermd hardware_kmowledge, ne_sp_nc) ).
fof{isInterpreted As1, axiom, is mterpretedAs (hardware_lkmowledge, competence] J.
fof{isInterpreted As=, axiom, islnterpreted As{ hardware_lmowledge, skill] 1.
foflisPattema, axiom, isPattern{ne_sp_ne, knowledge) ).
fof{isDifferent 1, axiom, isDifferent{(knowledge, competence] ).
fof{isDifferent 2, axiom, isDifferent{knowledge, skill) ).

Conjecture {7575 status Theorem for FOF term has ambivalent pattern
fof{conjet urer ponjec ture, { hasA mbivalent Pattern{hardware_knowledge, ne_sp_ne]
L

the term linguistic pattern indicates a nominal phrase that corresponds to knowl-
edge. the term is interpreted as a skill or competence.

The model starts with the facts proposal such as foffhasParternl, axiom,
hasPattern (hardware_knowledge, nc_sp_nc)), om which the axioms per-
form the imterpretations, from basic axioms as jfoffisinterpreredAs2, axiom,
isinterpretedAsthardware_knowledge, skill)), until arrives at the conjecture,
which is an axiom that interprets the facts based on the basic axiom foff conjemr
el conjecture,( hasAmbivalentPatte rn{ hardware_knowledge,nc_sp_nc)}).

@ Springer



International lournal of Artificial Intelligence in Education

Contingent Statements About the Future

The statements analyze future events, actions, etc. (Peter & Hasle, 2015). This phe-
nomenon oceurs in verbal phrases that generally describe competencies and skills.
In this case, the phrase is formed by several verbs that, considering their synonyms,
are found in different skill levels and cognitive processes, which do not establish
what skill the competence will develop shordy. For example, according to the the-
saurus Bloom described in Gonzdlez-Eras and Apguilar, (2019), for the competence
of Table 3, *Design and manage systems.,” the word “design” belongs to the cogni-
tive level 3 and the word “manage”™ o the cognitive level 5, both within different
cognitive processes (lower and higher, respectively). Therefore, if this competence is
eventually needed, it is ambiguous to establish the teaching mechanisms to achieve
it. Even the learning evaluation process is unclear at what level and cognitive pro-
cess must be considered the competence.

To formalize this contradiction, we propose the following axioms for the contin-
gent statement problems of the examples in Table 3.

Problem 1: If (the term Th is symonymous with the thesaurus term Th) and (Th
and Th have different cognitive levels Nl and Ne2), then (Th belongs to several
cognitive levels).

Problem 2: If (the term Thl is synonymous with the term Th2) and (Thl and Th2
belong o different cognitive levels Nel and Ne2), then (Thl and Th2 have sev-
eral cognitive levels).

Problem 3: If (the term T is synonymous with the terms Thl and Th2) and (Thl
and Th2 belong to different cognitive levels Nel and Ne2), then (T has several
cognitive levels).

Figure 2 presents the inference process of the axioms, in the case of the term’s
“design” and “plan,* considering the ambiguity between terms of skills when they
belong o two different levels and cognitive processes. The reference thesaurus for
this analysis is the BLOOM thesaurus explained in Gonzilez-Eras and Aguilar
(2019}, in which each cognitive level has associated a set of related terms. So, a
term in a given cognitive level can be synonymous with a term that belongs 1o a
different cognitive level. Thus, the term is ambiguous because its synonyms belong
to two different cognitive levels and, therefore, o two different cognitive processes.

For example, for the first case, the axiom “termBelongsSeveralCognitiveLevels™
establishes that if the term Th is synonymous with Th, and the cognitive levels of
Th (Nel) and Th (MNc2) are different, then they can belong to several cognitive levels
(MNel and Ne2). In this way, the contradiction of term Th is identified on what cogni-
tive level it belongs to; consequently, since Th belongs to several cognitive levels,
then it is established that it also belongs © several cognitive processes.

In Table 4. we present the DM of the axioms starting with the fact to establish
that their cognitive levels are different (with foffisDifferent2, axiom, isDifferenr (syn-
thesis, application) J). Then, the synonymy relation is established between the terms
(with foff isSvnonymons2, axiom, isSvronymous (design, plan))), and of the mem-
bership of each term to a cognitive level (with foff belongsCognitiveLevell, axiom,
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Facts:

MNatural Languege Description Logic
Mesign is synonymous with sketch SRy [design, sketch)
Cesign is synenymous with plan mSyromrmnous [design, plan)
Design belongs to the Cognitive Level synthesis nelongsCognitivelevel (design, synthesis)
Skeuh belongs to the Cognitive Level knovwadegs Desloras Cognilivel sl [shetch, keowleilie)
Plan belongs to the Cognitive Level application pelorgsCognitveLeveliplan, appication)
Plan belongs to the Cognitive Level synthesis nelongsConntiveLevel{plan, synthesis)
Axioms:

Matural Language

Dresign belongs to the same cognilive level of plan Decaliss il is synomymous with plan asa plan
belongs to the cognitive level synthesis and design belongs to the cognitive level synihess

Cesign helongs to Several Cognitive Levels bocause iLis synonymous with skelch and design belongs
to the Cognitive Level synthesis and sketch belongs to the Cognithve Level knowledge

Deseription Lagic
belongssameCognitiveLevel{design.plan, synthesis)=> isSynonymous{design, plan) &
belongsCognitivel eveldesign synthesis) & belongsCognitiveLevel(plan, synthesis)

belongsSeveralCognitiveLevels{design. sketch, synthesis, knowledge)== isSymonymous(design,
sketch] & belongsCognitiveLevel[design,symthesis) & belongsCognitivelevel{skeitch knovdedge)

Fig.2 Analysis process of contingent statements about the future in the synonyms “design,™ “plan,” and
“sketch™ due to their belonging to different cognitive levels

belongsCognitiveLevel (design, synthesis))). In this way, as shown in Fig. 2, the
knowledge base for imterpretation is built for the conjecture foff conjecture, conject
ure,(termsBelongSeveral CognitiveLevels (design, plan))), which has a value of true
because “design” and “plan” are synonymous and belongs to different cognitive lev-
els ( “synthesis” and “application,” respectively).

Fictional Discourse (Speech)

According to the people’s beliefs, the statements imply making decisions related to
particular real or imaginary assumptions (Eklund, 2017). In the case of competen-
cies and their knowledge and skill components, it is common for the profile editor
to place these three components under sections of a document, such as the descrip-
tion, the occupational field, and not precisely as competencies, knowledge, or skills.
Table 5 shows some cases founded in (Gonzilez-Eras & Aguilar, 2019), where the
profile editor placed the competence *Plan and manage computer projects™ as an
antecedent. A similar case concerns of knowledge topic “Industrial process con-
rrof,” set in the competence section. Consequently, it depends a lot on the interpreta-
tion and knowledge of the editor to mecognize a competence or its knowledge and
skill components, which can generate a fiction in the writing of the academic or
professional profile.
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Table 4 Axiomsol contingent statements abouwt the futume in profile terms in RM3 fomat

Problem 1: If Th is symomymous with the thesauros term Th and Th and Th have
different cognitive levels Net and Nez, then Th belongs to several cognitive levels.
Problem 2: If the related verh Th is synonymons with the corresponding verb Tha
and Thi and Th2 belong to different cognitive levels Net and N ez, then Tha and Thz

have several cognitive levels.

Problem 3: If T is synonymons with related verbs Thi and Thz and Thi and Thz
belong to different cognitive levels Ne1 and Nez, then T has several cognitive levels.

Axioms fof(term BelongsSeveralCognitiveLevels, axiom,
! [Th, ThMey Nez] : (
(isSynonymous{ Th, Th) & belongsCognitiveLevel Th Ne1) &
belong=CommitiveLevel Th, Nez) &jsl]'iﬁ:mntﬂ\!t:..uczj 1

== term Belongs SeveralCognitiveLevels{ Th)
1
I
fof{termsRelatedVerb Belongs Several Cognitive Levels, mdom
! [ Tha, The Ney,Mez] : {
{belongsCogitiveLevel {Thi,Nea)&
belong=Cognitivelevel The Nez) & isDifferent{Me 1,Ne2] )

== termsRelated VerhBelongsSeveral CognitiveLevels{ Thi, Thz)

I

1
fef{termsBelongsSeveral Cognitive Levels, axiom,{
{[ThyThe] :

(termsRelated VerbBelongSeveral Copnitive Levels{ Thy, Thz] |
termBelongsSevera] CognitiveLevels {Tha) |
termBelongsSeveral CognitiveLevels (Thz)

1

== termsBelongSeveralCognitiveLevels {Th1,Thz)

1
I

Facis fof{isDifferent 1, axiom, isDifferent (synthesis, knowledge) .
fof(isDifferent 2, axiom, isDifferent{synthesis, aplication] 1.
fof{isDifferents3, axiom, isDifferent{aplication, synthesis) ).
fof(isSynanymous, axiom, isSynonymous| design, sketch] ).
fof(isSynonymousz, axiom, Synomymos(design, plan) L
fof(isSynonymouss, axiom, iSynomymons{ plan, sketch) ).

fof(helongsCognitiveLevel1, axiom, belongsCognitiveLevel design, synthesis) 1.
fof(belongsCognitivelevelz, axiom, belongsCognitiveLevel{sk eteh synthesis) ).
fof{belongsCognitivelevel 22, axiom, belongsCognitiveLevel{sketch, knowledge) ).
fof{belongsCopnitiveLevels, axiom, belongsCognitive Level plan, aplication) .

Conjecture 1T "SZ8 status Theorem for FOF terms helongs several cognitive levek
fof{conjeturaconjecture, (termsBelongSeveralCognitiveLevels{ design, plan) 11
fof{conjetura conjecture, (term Belongs SeveralCognitiveLevels {design) 1.

Table 5 Cases ol Fictitious speech in pmfiles terms due to their meaning and location

Term Component Document section
Industrial process contmol Knowledge Competence
Development of compuier applications Knowledge Camcer prafile
Plan and manage computer pmjects Knowledge Antecedent
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Farts:
Marural Languaggs: Descrgban Loghs
Ircusmial pecess cantng = a component of <noadrnice IsCornanersIrousmial proess oot krosdedge
Ircismrial preaess sante = incated inoaomprienes: Isl reaberk IR el s preenss oamrl, SRmpRinnen)
Krruabecdgr Is Diflerent af eormaicres isGitnremp<noraaninn compinnee)
Al

Matural Languack

Incsr af peacassas coivand s Flecifions Pheass iacauss |2 & companan of Kresdadne Sampaoant arel 1s Lacatacd In
SEMPERIARGE &vl KAcvienkla |5 1 Al CamMpeRas

RazeTipcie Lagh:

TRFIEtieE PR AsAIRALETHAL INGGRESES RN, KO easai i, COTALRNGR] == 158 In B scrial JRcessas cangr.,
knaviliclge) & BrLacarai{industdal prockases contml, competaa) & BDParamaoeaids, chinpetanda)

Fig.3 Fictitious phmse analysis process for the ierm “industnal process control™

Table 6 Axiomsof fetitions terms in RM3 format

Ifithe term T is located in the section of document C1and T is a component C2, and Ci is
different from Cz, then T isa fictitious phrase.

Asciom ol E&Fietiti ousPhrase, asdom,|
H[TPCLea] <
(ialacated(T, C1) & isComponent{T, C2) & BOifferent{CLC2))
=> jeFietitious Phrase(T)
i
1
Facts BComporent, adom, BComp industdal_pr _comtrol, knowledge) L

fu

1‘:5;,1 o, axiom, {aCompone niindustral_process eontrol, eompetensies) ).

Tof Elocate dy, adom, isLoested| industrial_process_eontrol, eompetencies) 1L

fofl BDiferents, axiom, BDifferent{eom petencies, knoiwledge) 1.

fofl EDifferents, axom, BDlerent{knowledge, competencies) ).

Conjedure M "5Z8 ststus Theorem for FOF” is Fletitious Phmsze

ol coin jetura, eon jecture, {(§aF et tous Phrase] industrial_processeontrol, compete neies) T

In particular, we propose the following axiom for this problem, according to
the examples in Table 5. In this case, the description logic fails to represent the
contradiction of the facts; for instance, the term “industrial process control” is a
knowledge component, but it is located as a competence.

If (the term T is located in the section of document C1) and (T is a com=
ponent C2) and (C1 is different from C2), then (T is a fictiious phrase).

Figume 3 presents the inference process of the axioms for the term “industrial_
process_control” and the component “competencies’’, establishing the contradic-
tion in the narrative of a profile. When the term T is located in the section of docu-
ment C1, being a component of C2, and C1 is different from C2, it causes an unreal
statement about the term T. Consequently, the phrase meaning that contains T is
altered, generating a fictional speech in the profile. As a consequence, the editor
places the competence and knowledge terms under sections with no relationships.

In Table 6, we present the axiom “isFictitious Phrase” starting with the fact that
the term is a component of “knowledge” (with foff isComponent] axiom, isComp
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Table7 Cases of Presupposition failure due to the contradiction of interpretation by experts of profiles
lerms

Term Presupposition Interpretation by
the expert (pat-
term)

Develop camputer app lications Carcer profile Skill

Develop compuler prog mms Competence Skill

Plan and manage computer pmjects Antecedent Skill

Hardware Control Antecedent Enowledge

Java kmowledge Expericnos Skill

onent{ industrial_process_control, knowledge))), which is located in the “compe-
tencies” section of the document (with foff isLocared], axiom, isLocated (indus-
trial_process_control, competencies))), being different “knowledge™ and “com-
petencies” (with fofiisDifferent?, axiom, isDifferent(knowledge, competencies))).
Based on the facts, the conjecture foff conjecture, conjecture, {isFictitiousPhrase
{industrial_process_control, competencies)) has a value of true, because at the
same time “indusrrial_process_conrrol” is a “knowledge” component and is iden-
tified as a “competence”.

Presupposition Failure

The statement implies the assumption of something that is not really oue (Beaver,
1997}, applied to competencies when the term is misused in a profile section, in
such a way that the term presuppositon is wrong. According to the editor’s inter-
pretation, it is of a type, but it is another type. For example, in Table 7, the term
“Develop computer applications™ is assumed as a “Career profile”, when in fact, it
is interpreted as a “Skifl” (Gonzilez-Eras & Aguilar, 2019). Similarly, *Hardware
control” is supposedly an “Antecedent,” being a “Knowledge,” and so for the other
cases. Thus, for each term, the assumption made by the profile editor is wrong con-
cerning the expert’s interpretation.

To formalize this contradiction, we propose the following axiom for this problem,
according to the examples in Table 7.

If (the term T is located in the section of document C1) and (T has a pattern
C2)and (C1 is different from C2). then (T is a Presupposition failure).

Figure 4 presents the inference process of the axioms for the term “java_knowl-
edge” and the description logic model of the axiom of this problem. It does not ade-
quately represent the ambiguity of the term *Java knowledge.® which has a knowl-
edge pattern and is located/used as a skill. That establishes the contradiction in using
the term T, located in the document section Cl, having a pattern C2 different from
C1. In this way, the profile editor's assumption about T fails because he misuses the
term in the document.
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Facts:
Matural Language Da:scription Logic
MC-5P-NC is Patfern of Knowlesge aPartern(NC-SP-MC, Koowiedge)
Javia kruraliks is Located in Experisnces ELonatedinglma knowledne, Expedance)
Java knovdesge has Patbern NE-SP-NC nasParernJava knawedge MC-SP-NC |
Knowledge is Different of Experience shifferant{Knowledge, Experisncs]
Bxiom;

Matural Language

Java kroledne is Prasupposition Failure bacauss has Pattern Knowdedga and is Locatad in
Experence and Knowisdge s Ditferent of Expenence

Description Logic

isPresupposionFailure [Java kiowledge, knavwledge, experience) == hasPattern[Java knowledye,
knowledge} & isLocated] Java knowldege, expericnee) & isDifferentfknovdedge, caxperience]

Fig.4 Presupposition Failure analysis process for the term “java know ledge”

Table 8 Presupposition failure axioms in RM3 format

If the term T is located in the section of document Cr and T has a patern Cz, and C1

is different from Cz, then T is a Presup position failure.

Axiom fof(isPresupposition Failure, axiom,{

[T P,C,Ca) ¢ (
{hasPattern(T, F) & isLocatedIn(T, C1) & isPattern{F, C2) &
isDifferent{C1,C2) )
== isPresupposition Failure (T
1
1.

Facts fof(hasPattern 1, axiom, hasPattern (java_knowledge, ne_aq) ).
fof(isLocated In 1, axiom, isLocated In(java_knowledge, experience) ).
fef(isPattern 1, axiom, isPattern (ne_aq, knowledgs) ).
fof{isDifferent 1, axiom, isDifferent(experience, knowledge] 1.

Conjecture  If "SZ5 status Theorem for FOF™ term is Presupposition Failure
fof{conjetura conjecture, (isPresuppesition Failure (java_knowladge) ).

In Table &, we present the axiom in dialetheic logic “isPresuppositionFailure™
starting with the fact that the term has a pattern of knowledge “nc_aq” (fofihas Pa
tternl axiom,hasPattern| java_knowledge, nc_ag))), which is located in the “experi-
ence” section of the document (foffisLocaredin 1, axiom, isLocatedin{java_knowl-
edge, experience))), being different “knowledge™ and “experience” (foff sDifferent
1, axiom, isDifferent(experience, knowledge))). Based on the facts, the conjecture
Joficonjetwra,conjecture, (isPresuppositionFailure (java_knowledge) )) has a value
of true because at the same time “java_knowledge™ has a pattern of “knowledge™
that is identified as an “experience”.

Counterfactual Reasoning
Considering the meaning of the causal statements can be explained in terms of coun-

terfactual conditionals of the form: “If A had not occurred, then C would not have
occurred” (Menzies, 2001). In the context of competencies, counterfactual rasoning
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Table ® Cases of counterfactual reasoning due to belonging of term to a domain according to a similarity

Term Topic Dromnain Similarity
Software Software debugging Programming 053
Software installation IT installation and conbiguration (150
Soltware Application Devel-  Software development 41
mi’!i
Facts:
Hadirad Lanpuagpe [escriplion Logic
Sofheans gebugung is Dillerenl of progiarming iDitlerer=olvea e debapung, SOgramiring)
programming 15 Ditterend of saffwere nstRllanen isDMnrentpragrariming, setvars inskalztian)
peogramrening is Dilfersm of salwene deavgging isDitlerer{prograriming, sollvare debugping)
aofhiane hs Relalion Measure programming of .48 fesRela onbepsurefsolvere, Qragramirirg, 048
spftteara has Relatian Measure satheare inssallaticn of 0.3 nasRelarankioasurn|zathears sotteare irstalatian, 130
guftware tienebedidsRelacion solvane deovgging of 0.52 nezRelaronbepzureisolvere, solwere dabugoig, 052
0.4 ia greater than 0.45 isiGeate Than(0.43,0 48]

D&% is greater than 0.45

sireaier | han iz, 0 ak)
Acxloms;

Madural Lanpisgps

softveare Dedongs to Togie prodiamming Because has Relation Measire witly prodrameming af 043 and
U4E is greater than e tresteld 0,45

sosure belongs o Topic softwan delbugging becauss porgue has Relaion Measere with solteas
dabugang of 052 and 052 16 Greater Than teshold [ 45

sothvare belongs to Sevaral Topics hecause safbwas hdnng;h: Topis programonng ard Inlqrg'; o
Topic seltware sebugging and prograriming is D Yered of solvare debuapging

Descriglion Logis

Dedond s TopsclooMare, Drodramaning, 0,48, 0,45} ==
hasRelationfeasure(sofvare, programming,0.48,0.45) & isGreaterThandDo4e.0.45)

belongsTopic(software, software debugging. 0.52, 0.45} == hasRelationMeasure({softvare, sattmare
debagging, 0.52,0.45) & isGreatarThan,52,0.45)

belongsSeveralTopies{sottaare, programacion, sepuracidn de sofivam) ==

belong sTopscl s olivere, soltware debugpging) & belongsTo pic{softaare, programming]
Fig.5 Counterfaciual reasoning analysis process for the terms “soliware”, “progmmming”, and “soft-
ware debugging™

applies in the assumptions made when aligning terms of competencies with the
terms of thesauri according to lexical similarity measures, establishing thresholds
to determine the similarities. We will propose the following hypothesis: “A term and
a topic of a competence thesaurus belong to the same domain of knowledge when
the measure of similarity between them exceeds the limit of 0.45" (Gonzilez- Eras
& Apuilar, 2019). As shown in Table 9, for the three proposed cases, two belong
to the same domain because the similarity measure exceeds the threshold of 0.45.
But, if we change the limit value to (.51, we see that only the case “software™ versus
“Programming” meets the hypothesis. In general, the threshold value is subjective,
causing errors and ambivalences in interpreting the belonging of a term of a domain
of knowledge.
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Table 10 Counterfactual reasoning axioms in RM3 format

H the term Thas a measure of similarity Ms with a topic Tr grenter than the threshold Us, then it
TSt i st ot ik £ TD.
Ao s o termBelngs T apic aciom. |
|[T.T Me, U8 TD] -
{relationMessure{T, Tr, Ms, TD) & BGreater Than{Ms, Usi)
=z bermbielongsTopic{ T, T}
H

18
fof termBelongSeveralTopics, adam, |
T, T, TDa] - |
{termll chongs Topic (T, TD) & termBekongsTapic (T, TH2) & 506 ferent{TTL, TD2Y)
= termibel ong sSeveralTopics (T}
1}
I
Facts i relationMessu et mdom, el ationMeasune { softwa e, programming, msi_ 48, tdi) L
fof] relafionMems 2, adom, el ationMe s re (softwane, software_installstion, mso_ 50, tdin) L
fof] relafionMessure 3, axiom, relationMeasune {software, software_debugging, mso_g2, iz) L
o threshokl, miom, threshald = meo_g51
o] BGreater Thane, mdom, kGreater Than{meo_48 , threshald) 3
Iof] BGreater Than, axiom, sGreater Than {mso_g2, threshold) 1
foll & Different «, aciom, & D fferent (el , ) L
Comjecture  [f "5Z5status Thearem for FOF term Belangs Topic
fofl mnjetuma conjecture, (termBelongs Topic (saftware, tdi) ji
oK mmijetuma conjecture, (termbB elongsTopie (software, tde2) )1
I "85 atztus Thearem for FOF” term Belongs Several Topics
o] mnjetura conjecture, {termB elongsSeveralTopics{softwane) 1)

According to the examples in Table 9, we propose the following axiom for this
problem,

If (the term T has a measure of similarity Ms with a topic Tr greater than the

threshold Us), then (it belongs to the ot topic of the thesaurus TDY).

Figure 5 describes the operation of the axioms for the case of the term “soft-
ware.” In this case, we address the contradiction in belonging a knowledge term to
a thesaurus topic due o the thresholds used in the similarity measures. In this case,
using DISCO I as a reference thesaurus (Gonzilez-Eras & Aguilar, 201 5; Gonzalez-
Eras et al., 2018). Mainly, the axiom “termBelongsSeveralTopics™ requires compli-
ance with the axiom “termBelongsTopic.” With these relationships, it is described
that a term T belongs to several topics of the thesaurus if the measure of similarity is
greater than the established threshold.

Table 10) shows the dialetheic axioms for this contradiction, starting with the facts
TofirelationMeasuwrel, axiom, relationMeasure (software, progmmming, ms(_48
tdl)) and fofirelarionMeasure 3, axiom, relationMeasure (software, saftware
debugging, ms0_%2, wdl2) ), which defines that the term “software™ has a similar-
ity measure of (.48 with “programming” and of 0.52 with “software_debugging ™
Another fact is that similarity measures of 048 and (.52 are more significant than
the threshold (0.45), and also that the facts *td1™ and *td12™ are “different.” In this
way, as shown in Fig. 5, the knowledge base for interpretation is built according to
the axiom faficonjecture, conjecture, (termBelongsTopic (software, 1di2))), which
is the base axiom for the conjeciure foff conjecture, conjecture, (termBelongsSever
alTopics (saftware))). Considering the term “sgftware,” the result is true because
“saftware” belongs to the topics *programming” and “software debugging ™
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Experimentation

Im this section, we will analyze the capacity of our DM model to detect ambigui-
ties in the OC ontology proposed in (Gonzilez-Eras & Aguilar, 2019), Thus, we
first describe the OC and then evaluate its quality using metrics of the ontological
scope, particularly the completeness and Robustness (Gonzilez-Eras & Aguilar,
2018). Later, we analyze the present ambiguities in the OC using DM and com-
pare it with the entropy metric calculated for the OC. The objective is to analyze
the professional and academic profiles from two perspectives: the first is the num-
ber of relevant terms that each profile contributes to the OC (see Section 4.1);
and, the second, to establish the ambiguity that exists in the terms provided by
each profile according to the DM, compared with the Entropy of the OC (see Sec-
tiom 4.2). In this way, the description logic complements the DM to analyze the
profiles more in-depth (see Section 4.3).

We consider the terms found in the OC ontology, taken for semantic relevance
from a corpus of academic and professional profiles regarding the experiment data.
Each document is analyzed to detect knowledge and skill terms using linguistic pat-
temns (NC_SP_NC, NC_AQ). Generally, terms belong to profile sections such as
description, objectives. roles, and competencies. They are labeled according to the
document section where they are found and their real meaning. Thus, the dataset
contains information for the processes performed in both models (OC and D).

The Ontological Model (OC)

To select relevant terms to the ontological population of the OC defined in Gonzilez-
Eras (2019), the dataset elements are aligned with the DISCO II (Tcl...., Tcl5) and
BLOOM (ThlL.... Tht) thesauri, comparing the terms of the thesauri against the
terms found in the profiles, using two classes of similarity measures. First, using lex-
ical similarity measures, such as Levenshtein and Sorensen Coefficient, comparing
pairs of terms at their characters’ kevel and obtaining those pairs with the most sig-
nificant similarity (according to the Uy threshold). Second, we compare the chosen
pairs with the term’s ancestors, siblings, and children of the thesaurus subtree with
the pair is aligned, selecting those that obtain the most remarkable similarity. As a
final step, we establish a measure of melevance (Score(id,, CJ-}} of each term accord-
ing to its frequency in the collection of profiles (through Okapi BM25 ranking func-
tion (Robertson, 2009)); being a chosen term to fill the ontology if it exceeds the
relevance threshold (U == 0.3). Thus, the term set is obtained to fill the OC (refer
to (, 2019) for more detail ).

To establish OC quality, we calkculate Completeness and Robustness measures to
determine if the ontology is complete and robust regarding how many relevant terms
have been obtained from the profiles to fill the ontology (Gonzilez-Eras & Aguilar,
2018).
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Completeness The OC is considered complete regarding the professional profile id,
if it contains all relevant terms extracted from this profile (see Eq. (1)).

¥, Trelevant{id;) n Terms(OC)
Completeness{OC. id ) = == —~
X Trelevant|id;)

n

Where Trelevant(id;) are the terms whose Score( rH‘.,ij is in the range defined by
the threshold (U}, »>= 0.3 ) and Terms((QC) are the candidate terms to integrate the
QcC.

Score(id, () The relevance value of a term consists of its position within the collec-
tion of analyzed terms. Specifically, the relevance value of a term C;j in the profile id;
is given by:

i FIC,,id ).k + 1)

Score(id,, C;) = ¥ IDF(C;). i)k - @

T T F(Cidy) + k(L — B+ b2

] s 4 arvgell
Where, fiC;, id;) is the frequency of appearance of the term C,; in the profile id;;
|DI is the number of terms in the profile id; aved! is the average length of the pro-
files in the collection; k; and & are parameters t adjust the length differences of the
profiles; IDF(C,) is the weight given to the term C; in the collection, and n is the

number of profiles in the collection.

Robustness An OC is robust about the set of professional and academic profiles if
its C; terms are relevant for the profile id; (see Eq. 3).
X :J; 14 £ Termg 00 Scorelid;, C))

3
|Terms(OCy|

Robusmess| OC. id;} =

Finally, this paper uses the entropy metric t© analyze the information contained
in an ontology. The Entropy allows estimating the amount of information that some
concepts contribute to a specific target concept (Hagque & Chiang, 2019). This paper
uses this idea to say that an ontology, when it is very ambiguous, does not contain
useful information. So, intuitively we can think that when the Entropy of the ontol-
ogy decreases significantly, there is less uncertainty in its content.

Entropy it determines the amount of information that the OC ontology contains,
Considering that the terms of the profiles can be ambiguous, the Entropy defines the
uncertainty that each profile id; introduces to the OC (Mendonga et al., 2020) (see
Eq. (4.

Hyclid; ) = EL,P(-‘}}"‘JREP[-H} )
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Where: P(x ) corresponds to the probability of that term v, € id, included in the
OC (it is a relevant term) is not both true and false, and k is the number of erms in
the profile.

We consider that if the value of the Entropy H .| id; | is zero, then the profile id,
does not introduce uncertainty.

The Dialetheic Model (DM)

The DM model recognizes two types of events: dialetheic terms, which corre-
spond to those in which the axioms return a positive (troe) value of truth, and
non-dialetheic terms when the axioms give a negative (false) value of truth.
Based on these terms, we define for each profile id;, sd;=1 when the DM recog-
nizes the dialetheic event j (ambivalent term). The following measure is used to
evaluate the DM:

Robustness The DM is considered robust concerning a professional or academic
profile id; if it recognizes all its dialetheic terms. Equation (5) presents the Robust-
ness measure, where n; represents the number of dialetheic terms in the profile id,.

=, sd

S 5

Robusmess| DM, id;} =

L5 (5

For this calculation, previously, the terms of competence, knowledge, and skill
in the pmfiles are labeled as dialetheic (ambiguous) when they do not match with
their linguistic patterns; they are in the wrong section of the document, among
other reasons. Otherwise, they are labeled as non-dialetheic terms. These con-
tradictions are due to the appearance of five natural language phenomena in the
formulation of competencies in the profiles. For example, fictional narratives con-
tradict the interpretation of a term and its location in the document (for example,
profiles 2 to 11). The mbustness metric allows determining if all dialetheic terms
are recognized. So, with this metric, the capability to recognize dialetheic terms
by the DM model is determined.

Finally, it is possible to calculate the proportion of terms recognized by the
DM on all relevant terms in the OC (Pr_DM) and compare them with the Entropy.
If the proportion of ambiguous cases detected by DM is close o the entropy value
of the ontology, then we could say that DM is identifying the ambiguities present
in the onology. Thus, we can evaluate the capability of the DM to detect the
ambiguity of an ontology through its dialetheic terms, which a classical approach
cannot consider.

Results and Discussion
This section presents the experiment results, validating the OC quality through

the completeness and robustness measures explained in Sect. 4.1, Next, the com-
parison of the results of the DM application in OC and the Entropy of the OC.
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Quality of the OC

The quality of the OC was presented in previous works regarding its complete-
ness and Robustness (Gonzilez Eras, 2018). In general, for 71.44% of the pro-
files, the ontology has High completeness (0.5 to 1), and for 22.85% of the
profiles, Medium completeness (0.3 to 0.5); Low-level completeness (0 to 0.3)
corresponds to two profiles (5.71%). Thus, on average, all relevant terms are used
tor populate the OC, indicating the usefulness of the process. Regarding Robust-
ness, 28.57% of the profiles have a High relevance, while 68.57% have a medium
relevance. In this case, the omological model contains more than 80% of the rel-
evant components of profiles.

We have included this section about the quality of OC to indicate that when using
metrics from the domain of description logic, no problems are found in the omology.
In particular. the metrics used say that the competence dataset is well described by
the ontological model defined by the OC. However, this ontological model cannot
determine if the terms included are contradictory, mainly if they present ambiguities
typical of natural language phenomena. A first approximation to clarify the above is
to apply the entropy metric to the ontological model.

Quality of the DM

Table 11 presents the results of the robustness measure in the DM for the different
phenomena of the natural language studied in this work. Thus, in case 1, 93% of the
profiles have robustness values ranging between 0.8 and 1, which indicates that DIV
recognizes all the terms labeled as dialetheic. This trend is maintained for cases 2, 3,
and 4, where around 90% of the profiles have robustness values between 0.8 and 1,
indicating DM recognizes the relevant dialetheic terms in the profiles. Also, in case
5, the threshold does not affect the robustness value of each profile. identifying the
dialetheic terms in the profiles regardless of the threshold used to determine the rel-
evant terms { which will determine if there are more or fewer terms in the OC). So,
this factor that serves to analyze the scalability of DM is well covered by it. Finally,
we found profiles in that the mbustness measure is maintained for the five cases
(id20)). The Robustness calculation does not apply in some profiles because they
have not labeled dialetheic terms (nfa). For example, id12 and 1d15 for Case 3; and
id 29 for cases 1,2, 3, and 4. In general, we can conchide that the terms labeled with
dialetheic for not following the linguistic patterns, for being in the wrong section of
the document, among other reasons, are also recognized by the DM as dialetheic
terms.

Comparison of the DM with the Entropy of the OC
Table 12 presents the calculation of the Entropy of the profiles for the OC, where the
Entropy is zero when it is considered that all the relevant terms of the profile id, do

not introduce uncertainty. The results show that a significant majority tend to zero
(between (1.5 and zero).
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Table 11 Robusiness caleulation for the DM

id Case 1 Case 2 Case 3 Case 4 Case 5

(] B e mo3 U304 U4 0.5 us e
I 086 (.43 .82 (LE1 .83 0Kl 037 078 .78
2 LiE.3 LET L5 LE L& 0E 081 na na
3 LV L0 DT Qa7 0.8 08 NnE g 0.8
4 {158 LaT 1.1 (LEE .75 0E 08 (L8 L&
5 0BT L0 0Lz .83 DRI 08 g g 0.8
] LiE.3 1.0 [iF] LE LI 0 L8 (L8 na
T 0BT 083 na3 [VR'E] DRI g g g 0.8
B {185 L8 U85 (LES 075 075 073 075 LT3
L] 0.4 L0 0g 07 DRI i1 g g wa
0 08 100 08 08 08 08 08 n'a nia
11 iE] L00 08 09 08 (LE2 08 08 1
12 078 [VE %] nfa 0.86 0.7 08 08 08 09
13 084 095 (.84 (.84 084 1821 (.84 08 08
14 0% 067 0.9 08 08 08 08 orr nia
15 08 100 nfa 0% 08 %3 1 nla n/a
16 067 100 089 087 (.88 [i%.7] [iE.7] 0%7 0%
17 086 067 08 09 08 %3 08 nla n/a
18 091 100 0.86 0% IR ] 08 0.8 nfa n/a
19 (68 087 086 086 (085 087 (.85 08 08
20 0K 08 0.8 0% [IE ] 0.8 0% 0R 08
21 081 081 059 079 081 083 085 08 08
x 0.7 087 087 0% [I% ] 0.7 0% nfa '
i) 0.81 wa 0.56 0.8 08 08 n/fa nia na
24 08T L.o0 0.51 0.75 084 087 087 (.57 L8
25 082 1.00 08 084 057 087 087 08 08
] L 0.8 075 07 075 073 073 0.TE I
X O0KT 083 0%7 0.7 079 072 07y 07 iy
B 089 .95 0%l 4% 1 086 084 (.86 (LES 08
x nia ' nia wa 087 087 087 .87 0.8
W 0K 100 0% 4% 1 08 08 na na wa
31 0K3 083 0%3 4% <] 083 08 0% 0% wa
32 QK7 (.67 0&7 % 1) 08 08 1% 1 [ 1 08
3 oam 089 069 % ] 088 087 [+ .53 054
08 1.00 .52 083 085 (.86 (.88 g .85
35 (.81 (L83 (LGE [1F 1 079 1B (L5 (L& (LE

Also, Table 12 presents terms proportion recognized by the DM on the total of
terms relevant in the OC for each profile (Pr_DM(id,)). Regarding this value of the
DM, it is zero when it does not recognize the relevant terms as dialetheic (ex. ida),
and this measure tends to one when it recognizes a significant number of the terms
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Table 12 Comparison hetween

the entropy of the OC and the i Hoclidy) i

DM based on the uncertainty of I s 139

ambiguous erms recognized 3 g a
3 039 0.32
4 [i] .16
5 039 0.28
L] [i] i}
7 019 .09
& [i] i}
9 4] 0.14
10 0 0.14
11 L] 033
12 026 0.2
13 006 LITE
14 0 009
15 L] [i]
16 0.40 038
17 0.5 0.34
18 4] L]
19 Q 008
i} 4] LR
21 .53 049
» 4] 0.4
) 0.53 053
4 .31 047
3 Q 0.14
26 4] 019
7 0.53 047
2 4] 016
. LR 4]
a0 .35 052
3 LR 009
32 0.5 T
] .46 039
M 044 041
35 053 047

as dialetheic terms (ex. id, ). In this table, our DM follows the entropy metrics. For
example, for the profiles ids and idg the Entropy of both models is zero, which indi-
cates that there is no uncertainty in the OC, which is detected for Pr_DM when its
value is zero that means that the terms are not dialetheic. For the rest of the profiles,
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both values are close, determining that dialetheic terms correlated with the Entropy
of the OC.

This mesult is fascinating since it indicates that our DM can determine the
uncertainty present in an ontology. Also, it allows us to analyze which types of
ambiguity are present in the ontology (something that cannot be done with the
entropy metric).

Comparison with Other Works

Table 13 compares our proposal conceming related works selected due to their pro-
posal w model competencies and/or handle the phenomena of lexical ambiguity. For
this, we consider the following analysis criteria:

The knowledge model establishes the information semantic structure.
Competence components considered determining the elements involved in the
amalysis (for example, skills, knowledge).

* Disambiguation strategy presents methods m deal with the lexical ambiguity in
the information units (synonyms, homonyms, hyponyms, and hypernyms).
Thesauri indicate the knowledge bases to support the disambiguation process.
Data sources indicate the origin of the information in each work.

Metrics validation determines methods o the results verification process.

Dorn and Pichimair (2007) present an information system for storing, evaluating,
and reasoning students’ competencies at universities based on a competence ontol-
ogy. The system produces competence profiles for job applications based on HR-
XML to enable an exchange of data. Paquette et al. (2012) compare competencies
defining according to a structured competence model based on a domain ontology to
provide a context for recommendations. Fazel- Zarandi and Fox (2010) present a for-
mal ontology for competence management and consider three reasoning problems
related to Human Resources Management: determining the set of skills of an indi-
vidual, conducting competence gap analysis, and determining whether an individual
satisfies a set of requirements. Malzhan et al. (2013} define a human resource man-
ager model based on a conceptual model encompassing the market level, the social
context, and the relationships between competencies. This model is the basis for an
ontology-hased decision support system for human resource managers presented in
the same article. Mendonga et al. (2015) study omtology comparison (alignment)
strategies based on their similarities. This problem is approached as an optimization
one, and they propose an ant colony algorithm for analyzing the multiple ontology
combinations. Gil-Vallejo et al. (2018) carry out a comparative analysis of the simi-
larity between the verbal meanings in Spanish in the cognitive and linguistic fields.
The results of the comparison show a significant correlation between the verbal simi-
larities of both perspectives. Miranda et al. (2017) propose an ontology-based model
for the representation of competencies to support several scenarios. The proposed
model integrates representations of job offers and demands © support recruiting
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initiatives and develop employability strategies. Finally, Gugla et al. (2013) describe
the CUSP (Course and Unit of Study Portal) system, which supports the design of
degree programs. CUSP exploits a semantic mapping approach that gives a flexible
and scalable way t© map kearning goals from multiple accrediing sources.

Most works use onwlogies to represent the knowledge and skill components for
the knowledge model, limiting these works to Description logic. OQur proposal uses
a DM to the recognition of cases of contradiction. We have compared its results
against a Description model, and it improves the capabilities of recognition of the
context. Many works coincide in analyzing knowledge components, while others
examine actions and verbs concerning the components analyzed. Our work con-
siders knowledge, skill, and competence studied from the five natural language
phenomena.

Concerning disambiguation strategies, several methods use vector space models
with similarity measures and algorithms, which align the components with thesauri
to eliminate the ambiguity of the elements analyzed. In our proposal, we also use
similarity measures against thesauri. Still, additionally, we carry out a study of the
ambiguity of the terms based on dialetheic logic, according w the five cases men-
tiomed in Pelletier et al. (2017), which allows us to obtain another perspective of the
academic and professional profiles. Most of the thesauri have target languages like
English and German, which is a limitation for analyzing and comparing the compe-
tence components in the Spanish language. In our proposal, we consider the mult-
lingualism of DISCO I1 thesaurus as an advantage to the replicability of our DM,
not only in Spanish but in other languages. Regarding the model’s validation, the
measures of Robustness and Entropy allow determining the capabilities of our pro-
posal for the management of ambivalence and contradiction. Typically, other works
use measures like precision or experts’ criteria.

Conclusions and Future Works

The present work proposes a model for representing ambiguity and contradiction in
academic and professional competencies, based on axioms defined for five natural
language phenomena: Vagueness, contingent statements about the future, fictional
discourse, failure in the presupposition. and counterfactual reasoning. The impor-
tance of this analysis is due o the competency’s ambiguity in the academic and
labor contexts, difficulty terms alignment, and in this way. to identify common com-
petencies and those that represent new requirements.,

Although other investigations use different mechanisms for contradiction analy-
sis, the use of Dialetheic Logic, and specifically RM3, allow identifying the ambigu-
ity of description logic axioms and their representation in a framework of paracon-
sistency. The axioms of RM3 enable the implementation of dialetheic hypotheses
from the Description Logic axioms.

In addition, the metrics determine the ability of DM to recognize dialetheic
terms and the uncertainty that these terms bring to the OC model. Consequently, the
DM in terms of Robusmess shows that it is robust. Regarding the Entropy of OC,
understood as an ontology uncertainty measure. the proportion of dialetheic terms
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recognized by the DM follows that value, which can be interpreted as recognizing
that degree of ambiguity in the OC.

The model proposed in this work can be part of automatic systems for developing
competencies throughout a career program, supporting the validation and monitor-
ing of the fulfillment of competencies in the curriculum subjects (intelligent tutoring
systerns). It can also contribute t© detecting lexical ambiguities in the standards and
frameworks used in the development of degree programs (instructional design sys-
tems) and in imtelligent leaming environments © develop flexible learning paths for
students within and across subjects. Thus, our proposal provides a solution for lack-
ing the university's capacity to contmol automatic acquisition of job requirements
and their integration in the issues throughout the entire degree program.

The results obtained allow the correct interpretation of digital academic and pro-
fessional profiles. Remarkably, this proposal can be used as an extension of the for-
mal representation of competencies based on Description logic, find ambiguities and
contradictions in the skill and knowledge components, and provide a new point of
view of professional and academic profiles from the dialetheic logic. The validation
of the DM through the measures of Entropy and Robusmess allows determining the
model’s capability o find the presence of dialetheic events in the profiles.

The model works in a Spanish context for the computer science domain. Accord-
ing to the linguistic charactenistics of the language where our model is applied, it
can be extended to other languages and fields considering the adaptation of the lin-
guistic patterns, which identify the knowledge, skill, and competence components.

Future work considers integrating the proposed knowledge model with seman-
tic models, such as ontologies based on linked data (Jiménez et al., 2019). Also,
context-aware ontologies (Aguilar et al., 2018b) allow a deeper analysis of the com-
petencies using information obtained from the Web (Puerto et al.. 2012; Rodriguez
et al., 2010). In addition, the generations of new experiments apply the proposed
DM in other contexts and areas of knowledge, using thesaun and related knowl-
edge bases, for example, in intelligent learning environments like in (Aguilar et al.,
201 8a).
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Resumen: Este trabajo propone d andiss de la contradiccion o ambivaenda
que se encusnitran en log perfiles profesionales publicados en medios digitales
(por gempla, pagnas web o redes soddes), mediante un moddo de axiomas
findamentados en dos tipos de fendmenos dialécticos el fallo dela r'esuposicié;llg
el razonamiento contrafactico. Ademds, el modelo considera medidas de simili
|&xicas y semanticas en su proceso de endisis El moddo se vadida contra un
modelo no dialéetico tomado como referencia, usando tesawuros de conocitmientos y
hahilidades, y métricas de Compl eitud y Robuster como medida de rendimiento.
Las resultados obtenides muestran que la utilizadén de modd os didécticos de
este tipo se requiere, si se quiere tener una adecuarda interpretacion de los perfiles
profesionales digitales wsando mecanismos de razonamiento computacional.

Palabrasclave: processmieto de lenguge naurd, logca ddéctica
razcnamiento ambi gao, DI SCO, BLOOM, RM3,

Analysis of the contradictions in the professional competences in
digital texts using dialectical logic

Abstract: This worl: proposes the analysis of the contradiction or ambivalence
found in the professional profiles published in digital media (for example, web
gﬁa or social networks), b%z means of a model of axioms based on two types of

ialectical phenomena, the failure of the presupposidon and the counterfactual
ressoning In addition, the model considers lexicd and semantic similarity
messUres in its anaysis process. The modd isvdidaed agang anon-didedicd
model taken as a reference, using thesauri of Imowledge and skills, and metrics of
Cormpleteness and Robustness as a measure of performance. The obtained mesults
show that the use of dialectical models of this type is required, in order to have
an adequate interpretation of digital professional profiles wsing computational
ressoning mechanisms
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DISCO, BLOOM, RM3,

1. Imtroducecién

En |a actualidad, |a gestion de competencias encuentra complicaciones para entender
cual =s el significado real de una compstencia en un perfil profesional digitalizade.
Una de |as principales limitaciones dd andisis de competencias es la interpretacién
que una competencia puede tener en diferentes contextos, lo cual puade conllevar a
més de un significado al mismo tiempo. Se han utilizado modeles semanticos en un
intento derepresentar | as competenciasy sus principal es componentes, lahabilidad y el
conocirmiento, pero estos esquemnas no pueden mang ar |a corrplgidad dialécticade las
corrpetencias (Satdi, 2017).

En particular, desde d ambito de la Web Semantica, |as ontol ogias han sido usadas
para modd ar |as competencias en base a la Ldgca Descriptiva, |a cual describe una
proposicién o evento con valores de verdadero o falso, pero no amhbes a la vez. En
consecuencia, estos modeles noson eficientes para la representacion de la ambigiiedad
en las competencias profesicnales. Por otro lado, la 16gica dialéctica permite modelar
estos aspectos de ambigiiedad, tal que la ambivalencia es permitida ¥, por lo tanto, no
limita el analisis de las competencias.

El proposito de presente trabajo es determinar & alcance de |a logica dialéctica en
g analiss de competencias. Para dlo, == desarrolla un moddo dialéctico para la
representacion de la ambigiiedad ssmantica en las competencias, presentes en los
perfiles profesionales digitales. En primer lugar, s identifican los casos de ambigiisdad
guesepueden presentar desdela optica de lalégica dialécticaen |as competencias, para
después crear un modelo de conocimi ento basado en axiomas dial écticos, Con el moddo
dialécticoy medidas desimilitud|éd casy semanti cas, seproponeun esquemadeandisis
de competencias para perfiles profesionales digitales. Posteriormente, se realizan
experimentes con el esquema de analisis de competencias sobre perfiles profesicnales
recolectados del | nternet, para analizar |os casosdonde & mode o dialéctico es ditil. Para
la evd uacion del modd o dial éctico se usan medidas de rendimiento sobre |os axiormas,
basadas en |a Completitud y Robuster dd modelo para & reconocimiento de sucesos
dialécticos.

2. Légica Dialéctica yla ambigiiedad de las competencias

Lagestion de cormpetenciasen |los contextos académicos y | ehoral es sebasan en procesos
dinamicos diferentes, debido a las diversas interpretacionss que ambes contextos tienen
acerca de las competencias (Malzhan, 2013), lo que impide establecer dineamientos
entre los perfiles académicos y profesionales (Dorn, zoo7). Esto en parte s= debe la
ambigiiedad presente en los anuncics de les perfiles profesionales.

Los lenguajes formales de representacion del conocimiento, como la Légica de Primer
orden (Fire Order Logic) o |a Légica Descriptiva (Descriptive Logc), no representan

e
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|os casos de contradiccién existentes en un contexto (Agquilar, 2011, Puerto, 2012).
En cambio, les modelos de Légica Dialéctica deseriben las ambigiiedades lingiiisticas
mediante axiomas que pueden ser verdadercs o falses al mismo tempo (Maybes, 2016).
Deestarmanera, | os adomasdialécticosper miten quel as contradicciones y arrbivalencias
sean validas dentro de un medslo formal (Pulcini, 2018). Segin (Sutcliffe, 2017,
existen los siguientes fendmencs dialécticos: vaguedad, fallo de una presuposicion,
razonamiento contrafactico, discurso ficticio y declaraciones contingentes sobre el
future. En particular, en este trabajo trabajaremes los cascs de ambigiiedad dialéctica
siguientes:

» Fallodeunapresuposicionirplicalasuposicion deal go quenoesrealmente
cierto (Beaver, 1997). En el caso del gjemplo delaTabla 1 se muestra & verbo
“disefiar’ y sus sinénimoes, segun el tesauro BLOOM definido en (Gonzalez-Eras
& Aguilar, =01g). Cada sinénimo aporta un significado diferents a la frass, ya
que cada uno pertensce a un nivel cognitivo diferente (inferior, supericr). Por
gerrplo, en el caso de la cormpetencia "disefiar aplicaci ones maviles”, segln |os
snonimos ded verbo, |a competencia se encuentra en varios niveles cognitivos a
lavez. E stas contradicriones representan fallos de presuposicion, ya quegeneran
rriiltipl esva ores deverdad segiin labasedeconocimiento (tesaur o) queseutilice
como contexto de referencia, lo que puede producir planteamientos errénecs de
competencias y dominios de compstencias en los perfiles profesionales.

Habilidad Sindnimo Nivel cognitivo Proceso Cognitivo
Bosquejar Conocirriento Inferior

Di=zefiar Trazar Aplicacion Inferior
Planear Sintesis Superior

Tablal- CasosdeFdlode unapresuposicion

:  Razonamiento contrafdctico es el caso donde el significado de las
afirmaciones causales se puede explicar en términcs de condicionales
contrafactuales de la forma “Si A no hubiera oourride, C no habria ocurrido”
(Menzies, 2001). En el contexto delas competencias, se aplica el razonamiento
contrafiction en los supuestos o hipdtesis que se realizan al alinear términes de
competencias con lostérminos de tesauros segin medidas de similitud |&xicas,
y establecer umbrales para determinar similitudes altas, Siguiendo d anélisis
redizado en la Tabla 2, vamos a plantear |a siguiente hipétesis: "Un término
y un topico de un tesauro de cormpetencizs pertenecen al mismo dominio de
conocimiento cuandolamedidadesimilitud entreellos superad limite de0.45*.
Como seobservaen laTabla2, paralostrescasos propuestos, dos pertenecen al
rrismo dominio porgue la medida de similitud supera & urbral de 0.45. Pero
si cambiamos el valer limite a 0.51, vemos que solo el caso “software” versus
"Programacion” cumple con lahipétesis. Ahora, & valor del umbrd es subjetivo,
causando erroresy ambivalencias en lainterpretacién dela pertenencia deun
término a un derminio de conocimiento,

e
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e Sistermas e Tem

Ternmno Topico Dominio Similitud
depuracion de softwere Programacion 053
Software Instalacién de softvare Irslacién yoorfigracion .5

Dezarmollo de aplicaciones de software  Deszartollo de softwere 041

Tabla 2 — Casos de Razonamientn contrafictico

3. Modelo de conocimiento

A confinuacién, se presentan lcs casce de amhbigliedad dialéctica de fallo en la
presuposicién ¥ razonamiento contrafactico (Tablas 1 y 2), usando el modelo RM3
propussto en (Sutcliffe, =2017). Los casos dialécticos se describen basados en 3
componentss: axiomas, que corresponden a las reglas dialécticas que los definen;
heches, que son las entradas al modelo desde las instancias extraidas de los perfiles
profesionalss digitales; v conjeturas, que s activan durante el razenamiento para
realizar la interpretacién de los perfiles profesionalesdigitales.

Para ello, s analizan los dos cascs de ambigiiedad dialéctica aplicados a términcs ds
conocirriento y habilidad en dos tesauros, DI SCO |1 (para conocirmienta) y BLOOM
(para habilidad) (Gonzilez-Eras & Aguilar, 2019), con el fin deidentificar la ambigiiedad
sermantica presente para el dineamiento entre términos de competencias y lostdépicos
en |ostesauros.

3.1.Caso 1: Tesauro DISCO IT

En & primer caso, abordamos |a contradiccion que exige en cuanto a la pertenencia
de un término de conocimiento a un tépico de un tesauro, tormando a DISCO |1 cormo
tesauro de referencia (Genzalez-Eras & Aguilar, 2018). Los axicmas se definen entorno
al siguiente problema (que fue explicado en 1a Tabla 2):

St &l términe T tiene una medida de similitud Ms con un tépico Tr mayor al umbral Us,
entonces pertenece al tdpico raiz del tesauro TD.

EnlaT abla3seobservanlos4 axiormasquel o describen, loscual es esténr e acionadosentre
sl detal forma queparaquesscumplaunaxioma,debencumplirsslosaxomasrelacicnades.
Por eemplo, & axioma “terminoPertenecelopicos” requiere del cumplimiento
de los adomas “términoPertenecelopico”, “terminoPerteneceVariosTopicos” y
“terminoPerteneceAlgun Topico™. Con estas relaciones, se describe que un término
T pertenece a varios topicos del tesauro si la medida de smilitud es mayor que el
urmbral establecido.

| ]
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Problema: Siel trmino T tiene uma medida de similitud Ms contra
1mn topico Tr mayor al wmbral Us entonces pertenece al thpico raiz del tesauro.

fof termrinoPertenece Topico Aoy
HT.TrMsUg |
( medidaRelad on(T, Tr, M ) &esM ayor(Ms, Us) )
== terrrinoP erteneceTopico(T, Tr)  })).
fofl terminoPertenece AleumTopico axiorTy
LT
( terrrinoP erteneceTopicol T, Tr) |
==terminoPerteneceAlgun TopicolT) 1.

Axiomas i terminoPerterece Topicos, o my
V[TTrLTrE) |
{ termi noPerteneceTopicolT, Trl) StermincPerteneceTopicolT, Tr2) |
==»terminoPerteneceTopicod T, Tr1Tr2) ).
fof| termirnPertenece Varios Topicos, axdormy
TTrLTr2]:
{ termi noPerten eceTopicos{ T, TrLTr2) )
== terrrin oP erteneceV & csTopico=l T ).
foflmedidaRelacion, 2 orn, medidaR elacion(zoftwere, programacion, so_48) J.
ﬁ:i(nnid.)tdaReladng axiorm, medidaRelacionzoftware, depuracion_de softwere,
s0_52
i medidaRelacion 3, axiorm, medidaRelacionzoftware, iretalacion._de_software,
Hechos 20 30) .
foffurbral, axorm, wrbrel = so_45).
fofl esMayora, aiom, esMayor(so_ 48, umtbral) ).
foflesMavor=, axiom, esMawnzo 5z, wurbral) ).
fofl esMayors, axiormn, esMawnso_ 30, urkral) ).
i 87 stahus Theorem for FOF” término perterece al topim
ofcorjehrat,mnjechre, ([ terminoPerteneceTopico (software programaciors) J).
21 87 stahus Theorem for FOF” térmmino pertenece a algim topico
fofl conjetraz conjechure, [ternmnPerterncnﬁlgmﬂbma(sof‘cm) M.
Conjeturas S 82 stahus Theorem for FOF” término perterece a los dos topicos
fofl conje traz,conjecture,
fenminoPerteneceTh picos(zoftware prograrracion depuracion_de_software) J).
S “2FS stahus Theorem for FOF” término pertenece a varios topims
fofl corje trag,conjecture, | termmino PerteneceVarios To picos(zoftweare ) ).
Tebla3 - AxiomasCasol
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3.2.Caso 2: tesauro BLOOM

Para el segundo caso, considerames la ambigiiedad que existe entre términos de
habilidades cuando pertenecen a dos niveles cognitivos distintos, esto se da debido los
s nénirmos quetieneun término, y alos nivelescognitivos quepert enecen estos sindnimos.
El tesauro con & cud reslizarmos este andlisis es con & tesauro BLOOM quese explicaen
(GonzdezEras & Aguilar, 2019), & cual presenta estas contradicciones. En particul ar,
proponemos axiormas par alos siguientes problemnas, tal como seexplicaen laTabla L

St &l término Th essindnimo del término del tesauro Tby Th y Tb tienen el mismo nivel
cognitivo N, entonces Th tiene un solo nivel cognitive Ne.

St el término Th essinénimo del término del tesauro Th y Th pertenece al nivel cognitivo
Nez y Th pertenece al nivel cognitive Nez, entonces Th tiene varios niveles cognitivos.

En la Tabla 4 presentamos el sguiente rodelo dialéctico: & axioma
“terminoPertenecelgualNivelCognitivo” establece |a relacidn de inclusion dd término
dertrodd grupodetérminos pertenecientes aun nivel cognitivo, segin si Th essinénimo
del término del grupo Th; y &l axicma “terminoPerteneceVariosNivelesCognitivos™
establece que el término Th al ser sinénimo del término Th, que pertenece a un diferente
gupo de nivel cognitivo, también se considera dentro del grupo de nivel cognitivo de
Tb. De esta forma, se identifica la contradiecién del término Th sobre &l nivel cognitivo
d que pertenace,

Problema:

Problema 1: Siel términe Thes sing nimo del términe del tesauwro Thy Th y Th
tienen el mismo nivel cognitive Ne, entonces Th tiene un solo nivel cognitiv Ne.
Problemasz:siel termimoe Thes smonimo del termine del tesauro Th y Th
pertenece al nivel cognitive Nc1 ¥ Th pertenece al nivel cognitive Nez entonces Th
tiene varios niveles cognitives.
foffterming Perte ne celgual Mive 0o gnitive, asxismm,(
HThThMd]: (
[ esSinonimelTh.T bl & petenacelivel Cognitiva{Th,MNd &
pertenecellivel CogniivalThMc) )
=>te rrinePe tenece gualllive Cogritiva(Th, Th Md )1
fofftermming Perte ne e VariosMive lesCo gnitives asdo m,
HThThMNeNe2] : |
| esSinenimalTh,Th) &pertenecel ivelCognitivel ThM <l &
perterecelivel CognitivelTh M e2) )
==t& rrinoPe tenecsly/ari oshl ivel sCognitives (T h, Th, Mcl Ne2) 1),

fof{esSinonime 1, axiom, esSine nimo (disenar, bosquejar) ).
offesSinonimez, axiom, esSinonimo(disenar, planear) ).

Hechos fofipertenece MivelCognitivo s, axiom, pertenscelivelCognitivo(disenar, sintesis) ).
fof{pertenece MivelCognitivaz, axiorm, pertenecal¥ielC ognitiva (bosquejar,cons cimienta) L
fofipertenece MivelCognitivas, axiom, pertenecelfvelCo gnitivo{planear, aplicacion) 1

Si “GZS status Theorem for FOF términe pertenece aignal nivel oo gritive

mf{conjeturayconjectwe, [ ferminoPertenecel guallivelC ognitive (disenar, pline ar,sintesis) J).
Cani - Si “SZS status Theorem for FOFtérmino pertenece a varios nivelss cognitivas
f{conjeturaz conjecture, [ tferminoPerterece Varis siivelesC ngnitiv = diss nar, bosguejar,
sntesis, concarrients) 1.

Tablad - AxiomasCaso2

1
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3.3.Validaci6én del modelo

El proceso de vaidacién inicia con la aplicacion de los axiomas de los casos 1y 2 para
cada términode hahilidad y conocimiento de los perfiles profesionales, utilizando como
punto de comparacion lostesauros DISCO |1 y BLOOM ) (ver (Gonzél ez-Eras & Aguilar
2015), (Gonzélez-Eras &Aguilar 2019) para mas detalles delos tesauros), considerando
en el caso 1 una medida de similitud |&cica para establecer lareacién existente entre
&l término de conocimiento del perfil prefesional (T) v los términos del tesauro DISCO
I (Tr), segiin el coeficiente de Sorensen (ecuacion (1)), que determina cercanias segiun
la similitud de los pares de caracteres de les términecs (Algadah, 2011); v, en el caso
2 == determina |a pertenencia dd término de habilidad a un nivel cognitivo (tdpico
raiz del subarbol del tesauro BLOOM), 8 se encuentra incluide dentro de su grupo de
verbosre acionados (nivel 1del tesauro BLOOM) o de sus sindnimos (nivel 2 del tesauro
BLOOM ).

Como resultado, se reconocen dos tipos de sucesos: los sucesos didécticos que
corresponden a aquellos en | os cuales los axiomas retornan un valor de verdad positivo
(verdadero); v, los sucesos nodialécticos aquellos a los que los axicmas dan un valer de
verdad negativo (false). En base de estos suceses, definimes para cada perfil &l nivel de
contradiecidn dialéctica d= un pm‘ﬁl X(sd 1d) como & nume.ro de sucesos didécticos
(términcs ambivalentes) que contiene el pe 1 id, (ver ecuacién (2)); v, €l nivel de no
contradiecién de un perfil Yf’snd’ id) comno el ndmero de sucesos no dialécticos gue
contiene(ver ecuacion(3)).

- 2 x| parex(d7 [ paresitvy
Simge (1.7 = it s B Ul (0

lererreai T Hpmereat Fel]

X(sd;, idi) = Zs«d; (2
=1
Y(sndyid)= » snd; (3)

Para evaluar d moddo diaéctico s usan |as siguient es medidas:

Completitud. El rmodel o dialéctico MD es considerado completo con referencia al perfil
profesional o académico id,, § reconoce todos |os sucesos did écticos sd;; del perfil id..
Para el Caso Lse calcula esta métrica para varios umbrales establ ecidos, como se indica
en &l apartade 3.1, correspondientss a o.2, 0.3, 0.4, 0.5, 0.4; Mientrasqus parasl Caso 2
secalcula para el resultado obtenido al aplicar los aiomas. La Ecuacion (4) presentala
definicién de Completitud,en donds n es el nimero de sucesos en id,

] i o sd;
Completitud (MD;, id;) = o (4)
i=1

e
156 RISTI, N.E27, 0372020



RIST| - Fevistalbeér 2 Sisternas e Teaologiss de |nbrmagio

Robustez. E]l modelo dialéctico MD se considera robusto con referencia al conjunto
de perfiles profesionalss v académicos, si los sucescs dialéctioos reconocides sd. son
relevantes para el perfil /d, en funcién del nivel del arkel dende fueren detectados. Dada
la ambigtiedad de los sucesos dialécticos sd, (pueden presentarse en diferentes niveles
del &rbol alawvez), el nivel del &rbal de un sd, se asigna segiin la mayor frecuencia del
nivel gue més cerca se encuertre delaraiz. Unavez obtenido el nivel para sd, secalcula
larobustez dél MD paraid, seqin |as ecuaciones (5) y (6)

n

i Robustez(sd;, id;)
Robustez(MD;, idy;) = Z ikl i 2 (s)
i=1 E
o N — nivelu; +1
Robustez(sd;,id;) = Z# (8)
=

Donde, Robustez (sd,, id) es la diferencia entre M (altura maxima del arbol del tesauro
donde s= ubican los sucesos del parfil id) y el nivel asignadoasd, en € arbaol.

4. Experimentacion

Para el experimento, se toman como entrada 15 perfiles profesionales en espafiol: 10
ofertas de carrera obtenidas de portales universitarios (id .....id ), y 5 cfertas laborales
obtenidas de portales de empleo en | nternet (id,,...id.), donde seusé esta nomendlatura
para proteger la identidad de los autores de los perfiles. De cada perfil, fueron
sel eccionados lostextos que se encontraban bg o epartados cormo:; descripeidn, objetivos,
competencias. Ademas, se utilizarcn dos tesauros parala fase de alineamiento: DISCO I
(Tey...Teyg y BLOOM (Thy...The).

Completitud del modelo dialéctico

LaTabla 5 presenta |os resultados de la gplicacion dd modd o did éctico MD sobre los
perfiles, con respacto a la medida de Completitud. En &l Caso 152 obsarva una relacién
mversamente proporcional entre el umbral v €l valor de completitud de cada perfil, s
decir, a medida que & valor dd umbral aumenta, & valor de completitud disminuye
tendiendo acero cuando d urrbral seacercaal. Por gjemplo, losumbrdesU1(0.2) y U2
(0.3) presentan una gran cantidad de perfiles en les que la medida de completitud esigual
a 1 (reconooce todos los sucesos exdstentes en el perfil como dialéctioos), en comparacién
con los exdstentes en el umbral Ua( 0.6), donde los perfiles tienen un valorde completitud
de ceroy noaplica (n/a: segiin el modelo, los perfiles no presentan sucesos dialécticos).
En consecuencia, podemos afirmar que si el umbral es alto (cercano a 1) el modelo no
reconoce a toda la poblacién de suceses dialécticos que exists en los perfilss, miantras
quesi el umbral esbajola poblacidn de sucesos dialécticcs reconocidos aumenta; debido
ala dispersion provocada por & uso delamedidalédca, en el calculo delasimilitud de
lossucescs de un perfil contra un tesauro.

e
RISTI, N.E27, 03 2020 157



Analiss de las contradiee las compe tencis

digitaks weando logra dialectica

Por otra parte, en &l Caso = ohservamoes que cerca del o% de los parfiles tienean un valor
de corrpletitud superior a 0.5, lo gue indicaque el modelo reconoce una gran cantidad
de sucescs dialécticos en los perfiles, debido a la sincnimia que presentan los términcs
de habilidad (verbos) segin el tesauro Bloom. Cabe mencionar que exsten perfiles en
donde se detecta queno existen sucesos dialecticos por & urmbral usado (ver en & Camo
1l id= para el umbral Ué), o no existen términos de habilidad en el perfil a evaluar (en
el Caso 2 el perfil id13), para el analisis con el modeloMD (n fa).

id Caso 1 Caso 2

U1 Uz Ug Us i}

0.2 0.3 0.4 0.5 0.6
1 1 1 0.8 07 0.2 0.57
2. 1 1 0.5 nfa nfa 100
3 1 1 1 1 1 0.50
4. 1 1 1 0.8 05 0.40
5. 1 1 1 1 1 0.50
B. 1 1 1 1: nfa 100
i 1 1 1 1 1 100
B. 1 1 1 1 05 100
5. 1 1 1 1: nfa 0.50
10. 1 1 1 n‘a nfa 100
11 1 0 0.5 0.18 0.16 0.50
12 1 1 05 n‘a nfa 0.50
ik 03 0.3 nfa n'a n'a n'a
14 0.83 0.81 0.8 0.6 05 0.80
. 1 0.9 0.5 0.5 05 043

Tabla5 - Resutados delaComplatitud ded model o did édico MD

LaFigura lpresentalacomparacion deresultadosdela corrpletitud del modd o dialéctico
MD (Caso 1) contrala completitud del modelo descriptivo propuesto en (Gonzél ez-Eras
& Aguilar, 2018), para ellose escoge el Uz (0.3) porque el 9o% delos perfiles alcanzan un
valer de completitud superior al 8o%; que implicaque el modelo MD reconocs una mayor
cantidad de sucesos ambigucs dado que identifica las contradicciones y ambivalencias
de los perfiles en funcién de los tesaurcs v la medida de similitud l&dea. En camkbio,
en & modelo descriptivo vermos que el reconocimiento disminuye en vista de queen la
comparacion con |os términos de tesauro se usa unamedida hibrida que considera la
estructura del subarbol donde se ubica d suceso did éctico detectado, reduciéndolo aun
solo nivel para el suceso.
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Robustez del modelo dialéctico

LaTabla 6 presenta |os resultados de |a aplicacion del rode o didéctico MD sobre los
perfiles, con respecto a la medida de Robustez, en el Caso 1, donde exste una relacién
directamente proporcional entre el umbral yel valor de robustez de cada perfil, es decir
a medida que el valor del urmbra aumenta hacia 1, & valor de robustez aumenta. Por
gemplo, en los umbrales UL(0.2) y U2 (0.3) |os valores de |a medida oscilan entre el
05y 0.8, yparalos umbrales U3 (0.4), U4 (0.5) y US (0.6) losvaores dela medidase
mantienen entre 0.7y ©.8, y en alguncs cascs tienden hacia 1. En definitiva, podemos
afirmar que si &l umbral es bajo (carcano a o) la robustez del medelo MD ss haja, lo
que implica que los sucescs dialécticos reconocides en el perfil s encuentran en los
niveles mas bajes del arbol del tesauro y, por lo tanto, no son relevantes; mientras
que, si & umbral aurmenta hacia 1, |a robustez del modd o es alta, ya que |os sucesos
dialécticos reccnocidos en el perfil se encuentran en los niveles mas altos del arbel y,en
consecuencia, son relevantes. Estatendencia se mantieneen & Caso 2, dondeel 90% de
los perfiles tienen una medida de Robustez superior a o.5, lo que indica que el modelo
reconoce una gran cantidad de sucesos dialéctices relevantes en los perfiles, debido a
gue se encuentran en los niveles mas dtos dd tesauro Bloom. Asi mismmo, en dgunos
perfiles no aplica £l cileulo dela Rebustez porque no presentan sucescs dialécticos.

i Caso1 Casoz
Ui U=z U3z Ua Us
0.2 0.3 0.4 0.5 0b
T 0.63 0.71 o7 0.8 0.8 0.83
2 0.8 0.8 0.8 nfa nfa 0.67
3. 0.6 0.7 0.8 0.8 0.8 100
4 0.7 0.8 0.8 0.8 0.8 0.67
5 0.73 0.8 0.8 0.8 0.8 100

]
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id Caso1 Caso =

Ui Uz U3 Uy Us

0.2 03 0.4 0.5 0.6
&, 0.8 0.8 0.8 0.8 n'a 100
T 0.73 0.8 0.8 08 08 0.83
8 0.65 0.65 0.73 0.8 0.8 0.89
9 0.73 0.8 0.8 0.8 n'a 100
10. 0.6 0.8 0.8 na na o0
Aty 0.6l 0.63 0.7s og 0.g 0.81
12 0.7 07 0.8 na n'a 0.e7
1 0.6 0.6 n/a na na na
14 064 0.7 0.7 0.7 0.g o0
I 0.67 0.7 0.78 0.8 08 100

Tablaé - CdallodelaRobuste dd modd o didédico MD

LaFigura 2 presentala comparacion de resultados de |a robustez del moded o dialéctico
MD contra |a robustez del modelo descriptivo propuesto en (Gonzalez-Eras & Aguilar,
2018), usandoel umbral U2(0 .3), & cual aplicaa todos| os casos convalores deR cbustez
superiores a 0.5 (Alto). Observamos que, en general, & rmodelo didéctico considera
relevantes a una gran cantidad de sucescs dialécticos de los perfiles que tiznen una
frecuencia de aparicion alta en uno de los nivelss altos del arbol del tesauro. Per otra
parte, e modelo descriptivo es mas restrictivo porgue asignala relevencia aun suceso
en funcidn dela frecuencia de aparicién del mismo en el nivel 1 del arbol, sin considerar
los nivel es intermedios.

1

I

1 23 45 7 FE SO0 1213415164713 1920 H 323242526 LI/ I0HM 323133235

E B

g
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HUZ WM Desciplive

Figura 2 - Comparad én de modd os didédicoy descriptivo segin su Robustez

e
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6. Comparacion con otros trabajos

LaTabla7presentaunacomparacidndelapropuestacon trab g osanterioresconsiderando
los siguientes criterios: modeo conocimiento usado, componentes de competencia
considerades, estrategiade desambiguacion, Tesauros utilizados comofuents, y métricas
de validaci én del modd o propuesto. Se puede observar, queexisten coincidencias entre
los trebgosy nuestra propuesta en el uso de medidas de similitud |&xicas y semanticas,
pero la nuestra agrega & mode o didéctico para analizar los sucesos ambivaentes. En
cuanto al uso de informacién extra, muchos usan tesauros, lexicones o enlazado de datos
como punto de referencia para establecer similitudes, los cuales combinan con medidas
de similitud para el tratamiento de casos de desarmbiguacion. En cuanto alavaidacidn
del model o, las medidas de Completitud y R obustez denuestra propuestason |asGnicas
que permiten identificar casos de ambivalencia y contradiecién que los otros modslos
1D reconocen, ¥ que generan sesgos en la comparacion de competencias en funcién de
sus cormponentes de habilidad y conocimiento. Findmente, la rmayoria usa ontologas,
nuestra propuesta es la Gnica que propone un conjunto de aiomas que permiten el
reconocirmiento de casos de contradiccian.

Conponents

Trabajo Modelo de Desambiguacion Tesauros Elﬁ':; Validacion
competencia £ "
[2H0 ﬁn' ontologia Conocirmiento  Promedio WordMet oyt Un experto
LinkedDaa i
[;Jg;ette. ontologia Habilidad Axioma LPO ontdogia Ferfiles f::;oc?:
competencia
= oty : i Ontologia Precisidn
(Fazel 2013) ontdogia Conocimriento  Medida Simil itud S Corpus Recal
(M dzhan - s e Lexicdny Tedodela Precisidny
2013) ontologia  Conocimiento  Seméntica Onomagicon  Web relevancia
(M ef\don oa,
‘;3:}'1!: ontologla  Conocimients  AlgoritmoACO - Ifi" dela predision
2015)
’ . Adesss
(Gil-vdlejo, Coseno Cams Pear=on,
patrones  Werbos : Wordne: ]
2018) Dice Eeiaam verbales Raio
ontologia Cfertas e
MNuestra Uiica Conocirientoy Axiomasdialéticos DISCOI| s dialé&ti cos
propuesta Y-8 habilidad yMedidas Siilitud  BLOOM ey Completitud
Rcbustez

Taba7- Comparad on delapropuesta con crostrabaos
7. Conclusiones y trabajos futuros

El presente trabajo propone un medelo para la representacion de la ambigiiedad v
contradicridn en las competencias profesicnales, fundamentado en axiomas definidos

1
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segiin dos casos de ambigliedad dialéctica: el fallo en la presupesicién y el razonamiento
contrafiction. Los resultados obtenides permiten la interpretacién correcta de perfiles
profesionales digitales, al poder ser usada esta propuesta como una extension de los
modelos de representacién formal de las compstencias basados en logica descriptiva,
usando sus componentesdehabilidad y conocimiento. Lavalidacion del modd o através
de |as medidas de Corrpletitud y Robustez, permite determinar |a presencia de sucesos
dialécticos y no dialécticos en los perfiles, ademas de su relevancia ssgin tesauros de
hiabilidady conocirmniento.

Los trabajes futuros se orientaran hacia la integracién del modelo de conocimiento
propuesto con modelos semanticos, como ontologas basadas en daos enlazados, de
tal forma que permitan un analisis mas profundo de la informacién scbre competencias
obtenidas desde |la Web, tal que las contradicciones en & lenguaje natural en las
compsetencias sean correctaments analizadas en los perfilss profesionales. Ademas, se
pretende generar axiomas para los casos de contradicci 6n no analizados en estearticulo
(vaguedad del lenguaje natural, discurso ficticio v declaracionss contingentes scbre ]
futuro), y mejorar los procsscs de validacion de losresultades del medelo dialéction con
otras métricasde calidad, que reflgjen la robustez del modelo dialéctico.

Referencias

Aguilar | .(2011) Temporal Logic from the Chronicles Paradigm: learning and reasoning
problems, and its applicaions in Distributed Systerrs, LAP Larbert Academic
Publishing.

Algadah, F., & Bhatnagar, R. (2011). Similarity measures in formal concept analysis.
Annals of Mathematics and Artificial Intelligence, 61(3), 245-256.

Beaver,D. I.{1007). Presupposition. In Handbook of logic and language (pp. 033-1008).
MNorth-Holland.

Dom, J., & Pichlmair, M. (z007). A Competence Management System for Universitiss.
INECIS (pp. 759-770).

Fazel-Zarandi, M. (2013). Representing and Reasoning about Skills and Competencies
over Time (Doctoral dissertation).

Gil-Vallgjo,L ..Castellén.!..&Coll-Florit.M .(2018).Similitud verbd : Analisiscomparativo
entre lingiiistica tedrica y datos extraidos de corpus. Revista signes, 51(08), 310
332 Rocha, A. (2012). Framework for a Global Quality Evaluation of a Website.
Online Information Review, 36(3), 374-382. doi:10.1108/ 1468452 1211241404

Gonzalez-Eras, A. G., & Aguilar, J. (2015). Semantic Architecture for the Analysis of
the Academic and Occupational Prefiles Based on Competencies, Contemporary
Engineering Sciences, B, 1551—1563.

Gonzalez-Eras, A., & Aguilar, | . (2018). Esquemna para la actudizacion de Ontologias
de Corrpetencias en base al Procesarmiento del Lenguge Naturd y la Mineria
Semantica. Revista Ibérica de Sistemas e Tecnologias de Informagio, (E17),
433-447,

162 RISTI, N.E27, 0372020



RIST| - R evistalberica de Sistenas e Teaologiss de | nbrmagio

Genzalez-Eras, A, & Aguilar, J. (2o10) Determination of professional compstencies
using an alignment algorithm of academic and professional profiles, based on
competence thesauri and similarity measures, International Journal of Artificial
Intelligence in Education.

Hassan, F.M.,Ghani.l , Faheemn,M ., &Hgji.A. A.(2012), Ontologymatchingapproaches
for e-recruitment. International Journal of Computer Applications, 51(z).

Maybee, | . E.(2016). Hegel's dialectics.

Mendonga, M., Perozo, N., & Aguilar, J. (2015, July). An approach for Multiple
Cembination of Ontologies based on the Ants Colony Optimization Algorithm. In
Asia-Pacific Conference on Computer Aided Systemn Engineering (APCASE), (pp.
140-145).

Menzies, P. (2oo1). Counterfactual theories of causation. Stanford Encyclopedia of
Philosophy.

Paquetts, G., Rogozan, D ., & Marine, 0. (2o12). Compstency comparisen relations for
recommmendation in technology enhanced learning scenarios. CEUR W orkshop
Proceedings.

Pulcini, G., & Varzi, A, C. (2018). Paraconsistency in classical logc. Synthess, 195(12),
5485-5496,

Puerto E ., Aguilar, J., & Rodriguez T (2012). Automatic Learning of Ontologies for the
Semantic'W eb: experiment |exical |earning, Revista Respuestas, 17(2), 5-12.

Sateli, B., Loffler, F,, Konig-Ries, B., & Witte, R. (2017). ScholarLens: extracting
competences from research publications for the automatic generation of semantic
user profiles. PeerJ Computer Science, 3, e121.

Suteliffe, G., Pelletier, F. J., & Hazen, A. P. (2017, May). Automated Reasoning for the
Dialetheic Logic EM 3. In The Thirtieth International Flairs Conference.

]
RISTI, N.E27, 03 2020 163



8.8 Anexo 5.A: A meta-learning architecture based on linked data.
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Abgtraet—In Machine Learning (ML), there is alot of research
that seek to autemate specific processes carried out by data
scientists in the generation of Jnowledge mwodels (predictive,
chssification, clustering, etc.); however, an op enproblem is to find
mechanisms that allow conferring the ability of self learning.
Thus, a meta-learning mechanism is required to allow ML
techniques to self-ad:ap t in order to improve their performance in
problem soking, and even in some cages, to induce the learning
algorithm itself In this context, our research defines a meta-
karning architec tiwe wsing Linked Data (LD) for the automatic
generation of knowledge modek. Secifically, this intellicent
architer tre is formed by the hiyers of Knowledge Sources, Meta-
Enowledge and Knowledge Modelling, to unify all processes to
guarantee a Meta-Learning process. The Enowledge Sources hiyer
B responsible for providing semantic Jmowlkdze about the
processes of gemeratibn of Jnowlelge mwdels; the Meta-
Enowledze hyer ¥ responshle for comtrolling the different
processes and sirategies for the automatic generation of know led ge
models; and finally, the Knowledge Mod elling layer is responsible
for executing ML tasks defined by the Meta-Enowledze hiyer,
among which are the tasks of feature engineering, ML algorithm
confisuration, model building, among others. Additionally, this
articlep resents a case stuly to amalyze the belavior o fthe different
Iayers of the architecture, to generate knowledge models. Thus, the
nain contribution of this regearch i the defmition of a Meta-
Learning architecture for ML techniques, which takes advantage
of the semantic information described a8 LD when generating the
Jnowledge modeks. The preliminary results are very encouraging

Eeywords—Meto-Learning, Meta-Enowledge, Linked Datg
Machine Learning

I INTRODUCTION

In the last years, alot of research has been developedin the
area of Machine Learming (ML), with special emphasis on
generating ML models for very specific tasks For this it has
been detailed algorithms and mechanizsims that allow optimizing
the results, but all these processes are carried out mamally by
the developer, such that the expert must define the lyper-
patametrization technicues, load balancing strategies of the
clagges, ete Particularly, inthe ML processes are necessary the
interventions of experts or data scientists who ig in charge of
carrying out the tasks of infformaton extraction from the data
sources, data pre-processing, selection of the ML algoritlums,
adjustments of the hyper-parameters of the ML algoritlans,
amn ong other things. However, for some of these tasks, there are
dgorithms that can help, but the developer must still choose

978-1-6654-9503- 5/21/$31 00 @021 IEEE

which ome to uge (for example, in the case of hyper-
param etrization).

Therefore, an intelligent architecture that allows managing
these ML tasks, which exploits the expeniences from the experts
or data scientists, or metadata about the use of ML techmues,
isvecquited Thatiz such anarchitectur s must be able to correctly
handle data by satisfying three principles[1]: i data-centric,
i1 data-criven, and 1. data- aware. The concept that covers this
capacity is Meta-Leaming [2] In general a meta-learning
mechanism iga scheme that allows ML teclhnigques to leam how
to leamn through tasks that quickly adapt the ML techniques to
new environments [2], [3]. However, MMeta-Leaming needs
knowledge of the different ML processes to adequate the ML
teclmigues to the requirements of the problems to be solved In
general, it needs a Meta-Knowledge that includes knowledge of
the data sowces, knowledge of the data features (Meta-Featue)
and knowledge of the knowledge models (Meta-Model).

On the other hand, in the different ML processes, a great
amownt of information is generated, which iz often not exploited
Besder thiz information must be interconnected with the
informationthatis scattered onthe web to add semantic to these
processes. This would allow exploiting the enwviromment
knowledge for the ML model generation which in turn, would
help to optimize each one of the ML processes with new
strateges, 1deas, etc. A solubonthat can be used for this type of
prollem 1% the paradigm of Linked Data (LI [4]. LD has the
ability to semantically enrich data, facilitates the exchange of
data, among other things which allows exploiting the web
distributed knowledge in the processes of generation and
optimization of knowladge models All this thanks to the LD
mechanisms that allow identifying, deseribing, comecting and
relating the different semantic elements m the web [5], [6], [7].

A meta-leaming architectue that takes advantage of the LD
charactenistics 15 interesting because 1t would allow automating
the generation of knowledge models using the semantic
information in the web. Thug the different components of a
meta-leamrning mechanism will be emriched with this sowee to
improve their performance.

This research aims to define a Meta-Learning Architecture
using LD. To aclueve this goal, the proposed archutechure is
composed of tlree layers Knowledge Soweces Mata
Enowledge and Knowledge Modelling. The first layer provides
the knowledge sowces emriched with semantic information
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deployed as LD, to provide knowledge about the processes of
generation of knowledge models. The second layer manages all
the Meta-Iinowledge about ML, in order to control the different
processes and strateglesfor the generation of knowledge models.
Finally, the third layer executes the tasks for the gensration of
Inowledge models, such as feahwe engneering algorithm
configuration, model building, among others. Thus the main
contribub ons of thiswork are:

* The definition of a meta-learning architecture that hamesges
the capabilities of LD, with the aim of providing semantic
wformationto the process of generating knowledgs modsls.

* The specification of the mechanisms to automate the
generation of ML models from the statement of the problem
untl the optmization of the generated models by exploiting
LD during the meta-leaming process.

¢ The specificabon of the knowledge model for the
architecture, which is emmiched by the LD paracigm.

This article 15 orgamzed as follows Section 2 describes
related works Section 3 describes the DMeta-Learning
Architecture using LD, and Section 4 desciibes several case
studies where the Meta-Leaming Architechue 1s used. Sechon s
compares ow approach with other architechwes; and finally,
SectionG presents the conclusions and fuhwe works of thiz
regearch.

I THEMETA-LEARNING ARCHITECTURE

A General Architecture

An ML arclutectws requites following a set of steps or
processes to generate a knowledge model In ow architecture, it
follows the tlwee phases proposed by the MIDANO
methodology [8], [9], which are: i phase 1, the soweces for
Inowledge extraction ae identified. In phage 2, the data are
prepated, 1e, the data avalable in the knowledge sources are
processed using feature engineering tasks. Finally, in phase 3,
cifferent tasks are implementsd to generate the required
Inowledge modals, such az algorithm configaration, and model
building and integration Thug ow architecture camies out the
cifferent tagks of data experts or scientists for the generation of
ML models who is i charge of tasks such as information
extraction from data sources, data processing selecting of ML
dgorithms, adjusting of the hyperparameters of the ML
dl gorithms, among others. For that, our arclutechure 15 stuctwred
i fhwee levels of knowledge (e Fig 1) ) Knowledge Sowees
Thiz level performs what ig indicated in phase 1 of MIDANO
(identification of the data sowced. In addition it povides
mformation collected at all levels of the arclutecture about
previously created models (see SectonlILB {). For example, it
provides data on the settings uged in the different ML tasks in
other similar models, provides the dataset to be used in the
generabion of the knowledge model, among others Tlislevel is
compogsd by the Linked Data Mocule (LDM). i) Meta-
Enowledge: At this level all the knowledge related to the
processes and strategies to generate the lmowledge modes is
handled, 1.2, the role of the expert or data scientistis played (see
Section IITB ). This level iz composad by the modules Meta-
Learning (MLIM), Meta-Feature (MFM), Meta-DataSet
(MDEWD and Meta-Model (MMM, 11) Knowledge Modelling
In this level, phases 2 and 3 of the MIDANO methodology are

catried out (see SectonIIIB 1) This level 15 composed of the
modues Feahwe Engneering (FEM), Tuning (TM), Model
Building (MBM) and Model Integration (MInthI). In general
the archutectwe follows the steps determined by the MLM
modue of the Meta-Knowledge layer, as can be sesn in the
Macro-Algorithm in Table I

TABLE [: MACRO-ALGOFITHM OF THEARCHITECTURE

Lyt Prablem

Procedurs:

1. Process: ML identifies the data souace for the problem (see T le IIT)
wsing LD

2 MLM achvates each ML process.

2.1. Process: activates FEDM (see Table VII)

2.2 Process: achvates TM (see Table VII)

2.3 Process: achivates MBM (see Tabk )

24 Opticral Process: activates MDD (see Tabk X)

3. MLM repeats step 2 for eachnewr model tobie comsidered .

4. MLM rehuin the most ophmal Imowledge model

Cutpat: Enoerledge Model

The process begins when the arclutechwe receives the
prollem tobe solved MLIM procesds to identify the data sowces
to be usedto solve the problem ueing LD (Step 1) MLM then
proceeds to activate the ML processes to generate the Imowledge
model (Step 2). In step 2.1, the Dataset 15 prepared to be
consmed for the gensration of the ML model (See Table VII).
In step2 2, the configur ation of the ML algorithm is created that
will be used in the generation of the ML model (See Talle VIII).
In step 2.3, the ML model 15 built and evaluated (See Table IX).
In step 2 4, the ML models that have been previously evalusted
are integrated (See Table 20). In step 3, MLM determines if all
or some of the processes of step 2 have to be repeated to create
a new model. Finally, in step 4 the optmal kmowledge m odel for
the problem received is rehuned

E Levels of mowledge of the Arclitecture

i) Knowledge Sources: Tlhiz level iz compoged by the
sowrces that provide information about the necessary elements
in the ML processes such as Dataset to be used, Featwes
(knowledge extracted from the dataset), Hyper-parameters
knowledge Models to build Validation teclwdcues, among
others. In owr architecture, it will be mainly made up of LD
sowces, wlich provide data with semantc information. In
addiion, to represent the knowledge generated in the different
processes of the architecture, the DataBench Ontology [10] i
used(see Fig 2y This ontology is composed of thres modules:
1) Benclmarking Module: it includes elements to measure the
experiments from the perspective of the gensrabon ecosystem,
covering the hierarchy of indicators to measure indivicual
benchmarking experiments, 1anging from techrical to business
aspects. Among the labels avalable are the following
Benchmak, BenclmarkingD omain  Benchmakinglnd cator,
B enchum arkingOr gani sation, D ataB enchin artkinglndi cator,
BigD atafpplicatonF eatwes (DataSize, DataType,
AnalyticsType, others), ste. 2 Technical Eaperimentation
Modle: it describes the elements and process of ML
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experimentation using MLE (ML Schema) ! as base. MLS describes the experimentation data, ranging from metadata
inchudes labels for the oversll ML process, such as mlsStudy, agpects to the provenance of the data uged, using DCAT (Data
mlgExperimentation  mlzData, algorithmic process and  Catalog Vocabularyd) ? DCAT expands the structwe of the
generated models (mlzT ask, mls Algorithm, mlzData class of the MLE ontology, adding classes such as
mlsHypeP arameter, mlzModel mls ModelEvaluation, deat:Catalog, deatFesource, deatDataset, deat:Distribution
mlgEvaluationMeasure), among others. 5) Dafa Module: it deat:DataZService, deatCatalogRecord among others.

Enowledge Sources
( Linkad Data ]
Meta-Knowledge
Meta-Learning il
=
km—r&mm‘}( Meta-Dataset j( Meta-Madel j |
e £ £ 3 Y Hew
Morduln f f Modals
L [ Knowledge Modeling
- ! S x e ' _3.
Feature Engineeting 3 Tuning Model [ Model Integration |
Building

[ ne—u»;” veting "-"";:xﬂ'
L J

= || || =

o | o) () () || (e ) || (o)

Fig. 1: MLLD &vclitechus

[Frem] [Fevrmasea [men] [rrarmirn | [Frsacranmam:
= - s } ey 5
Forarrmioras (] | [emriimvt] [Ffees] [l 5]

L e =
B ——
=
Fig. 2: The DataBereh cntology [10]
The Enowledge-Sowces module is described below: and Meta-Iinowledge level, offering query mechamsms (read

£ DM THi pdaly’ e e ET kit 55 e c1‘entel, u_}:dnte or delete triplets) to the rest nfthe cmnpnmntf: of
inf P e i iy the ML Pr the architectwre Thus thanks to the LD tecluucue, the sowces
o P e, e T e Sk o of this module are comected with other data sources to exploit

! Tittp:ihererer w 3. oog /20 1671 0aols/ 2 hittps:fererer w3 01g/ TR vo cab <l cat!
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the lmowledge that 15 distributed in the different data sowces. At
the following, an example reading inform ation from the Meta-
Enowledge level (AKM): the cquay SELECT Zalgorifion,
Pdataset WHERE{ ?algorithm rdfiype mis Algorithm.
Palgorithm mlis haslput  Zdataset } returns the wanables
algorithm and dataget with the list of used algpnithm & that are
available at the specific sowce. On the other hand, TableII
shows the macro-algonthm that governs LDM, tlis process
starts when it receives a query from the other modules LDM
analyses and processes the query, adding information specific
(Step1). Then, the queryis executed to consune the information
from the AKM of due to LD (Step 2). Finally, the response 15
processed and sent to the requesting module (Step 3).

TAELE II: MACRO- AL GORITHM OF LDM T 0 FROCESS THE QUERIES OF THE
MMODULES OF THE ARCHTECTURE

Inpat: Cusry
Procedue:
1. LDM amalyses and process es the query.

2 LDM executes the meayusmg ARM and LD
3. LDM mocesses the resporse.

Chatpu t: Fesponse to query

ii) Meta-Knowledge: This level manages all the knowledge
relatedto the processes, tasks and strategies for the utihzaton of
ML teclungues to build lmowledge models Specifically, it
degeribes all the elements that make-up the ML, plang and
organizes the processes to be executed, analyzes and evaluates
the stateges used in the different processes and/or tasks, and
discovers new knowledge based on experimentaton among
others The level 12 compozed by the nextmodules

I MLM: This module analyses the responses obtainsd in all
the processes with the oljective of learming and improving
futwre decisions. Specifically, this module is responsible for
making al the general decisions of the arclutecture (see Table I),
ie, it iz responsble for ivvoling the rest of the modules
specialized in each task It iz also responeible for receiving and
characterizing the problem tobe solved, andidentifying the data
soutce to be used to solve it (see Table III). In order to maks
these decisons, MLM usges the imformation storsd by each
module inthe different processes in AIZM, for this reason, every
tme it needsinformation, it 15 enough to request it to the LDM
module.

TABLETT: MACRO-ALGOFITHM OF MLM TOIDENTIFY THE DAT ASET FOR THE
FROBLEM

charactenized problem (Step 2). Finally, MLM selects the
Dataget to be usedto solve the problem (Step 3).

2. MFM: This module 15 1esponsible for managng the
knowledge about general properties of the featwes from the
datasets (such as mis: Feahre Character istic,
mis: Dataset Characteristic.  mis:DataCharacteristic,  etc).
Particulaly, this module specifies the information that needsto
be generated from the Datagets such as standard statistical
measures, theoretical measures that relate attributes and their
classes, comelabon between data, among many others In
addiion, it iz also responsible for specifying the processes
needed to clean and transform the Datazet  All the information
generated and the mechamsms used for this purpose ave sent to
LDM to be stored in AKM.

TableIV shows the macto-algorithm that MFM performs on
the Dataset MFM analyzes the Dataset (Step 1), if it has
previously processed the Datasst (Step 2). If so, then it searches
in LDM for the recipe with the processes that must be caried
out in the Dataset to prepare it for the construchon of the ML
models (Step2.1). Else, the Datast iz processed using the
knowledge of the MDEM (Step 3), doing the following: ) The
general characteristics of the Dataset ave determined (Step3.1),
such as the munber of columns, the relabonship between
columns, ete. 11) The specific characteristics of each datain the
Dataget are determined (Step 3 .2), such as the distibution of the
data, among others i) The recipe is generated with the
processes thatmust be carried out inthe Datasst to prepare 1t for
the constuction of the ML models (Step3.3). Among the
processes that would be described in the recipe are feahwe
selection  and  extraction, missing  walues  correction
normalization dinensionality reduction and maty more 1v) The
information generated is sent to LDM. (Step 3 .4). Finally, the
recipe for optimizing the Dataget i8 returned.

TABLE IV: MACEO-ALGORITHM OF MFIM TO CHAR ACTERIZE THE D ATASET

Tyt Dates etand Prdblem Chasacterizad.

Piocedure:

1. MFM amalyzes Dataset.

2 H MFM has previously processed the Dataset.

2.1 Process: Requests LDM to seach for the 1eepe associated to the Dataset
with the piocesses to be peifoumed (see Table IT).

3. Else, MFM mocesses the Datasetusmg the Jmowledge of MDE M.

3.1. Deterrames the general clasacte:s tics of the Dataset.

3.2 Detenmmes the chaactenstics of sach data of the Dataset.

3.3 Generates the recipe with the proces ses to be canted ontwifh the Dataset.
3.4 Process: §ends to LDM the ndounation gererated on the Dataset(see
Tahle IT).

Inpat: Puchlem.

Cutpat: Fecipe for optomzng the Dataset.

Proceihie:

1. MLM chaactenses the poohlean

2. Piocess: &sls MDSM for possthle Datasets for the pioh lem to be solved
(see Table 5).

3. MLM establishes the Dataset to be used.

Chatput: Dataset

The macro-al gorithm in Table [T starts whenMLM receives
the problem to be solved MLIM analyses the problem and
characterizes it (Step 1). Then, MLM proceeds to activate
WMDEM by requesting possible Datasets to be used for the

3. MDSM: This module is responsible for managing the
specific Inowledge about the data that is usedto generate an ML
model. For thig, it keeps arecord that deseribes the datasets and
their data as the munber of instances, attributes, classes, author,
creation date, modification date, etc. MDSI uses standards
(ontologies and vocabularies) to represent and desciibe these
data, much as i) DCAT: it allows defining catalogues with
descriptions of the datasets using tags such as deat: Caralog
(collections of metadata about a datasst or data services),
deat: Dataset (Toform ation sbout a specific dataset), deat Data
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(Information about a specific data) and deat: Distribution (They
represent the ways to access a dataget, such ag a download, Weh
page, Weh Service, Web APl or SPARQL endpoint). DCAT
reuses properties of the Dublin Core®, and FOAF* and SKOS°
vocabularies. i) VoID (Vocabulary of Interhinked Datﬁsets)‘s:
deals with metadata on RDF datasets, such ag LD, allowing
search, query, crawling and indexing. It also wotks in
corjunction with DCAT. In addibon MDSM 15 able to search
for Datagets in the data sources known by the architecture, and
i tn, extract the metadata of the Dataszets found Table V
shows the process that MDSM camies out when it receives a
recuest to search Datasets for a problem. First, it analyses the
characterisics of the problem (Step 1), Then, it zearches for
Datagets that satisfy the mimmum characteristics to golve the
problem (Step 2. Once it has the list of Datasets found then it
verifies if the datassts has not been previously processed (Step
3. If it has not been processed (Step 3.1), then & Extract the
metadata from the Datasst (Step3.1.1); ) Analyze the metadata
to determme the mformation to be associated with the ARM
(Btep 3.1.2), & Send the Collected information to LDM (Step
B

TABLEV: MACRD-ALGORITHM OF MDE M T 0 OBTAIN THE D ATASETS FOE.
THE PEOELEM

Tnpat: Puch lemn Chavac terimed.

Procedue:

1. MDS M amalyzes the problemcharacterizsd by ML

2. MDD M searches Datasets for the pioh len

3. For each Dataset of the foand Datasets.

3.1. FMIG D has not previously processed the Dataset.

3.1.1. Exbracts metadata fiomn the Dataset.

312 Amalyzes the metadata of the Dataset

313 Process: Sends to LDM the nfonmation extracted on the Dataset (see
Tl I0).

Ctput: Datasets.

4 MMM Thiz module iz responsible for managng
Inowledge about the traimng and validation of ML models To
do this, it keeps in AKM all the characteristics of ML models
with their tules and processes for thewr creation (mils:Modsl
mils:Model Characteristic). Futhamors, it records all the
wvalidations andtests caivied out onthese models, with the aim of
studying their quality and comparison with other ML models
(mlis: MedelEvaluation mis: Qudlity, mlis: BvaluationMeasure,
mls:EvaluiafionProceded). Fo example, this module can
determing the need to create predictive m odels that strategically
talce advantage of the combination of various ML models, using
ensemble techmicues such as Baggng Boosting Stacking,
among others MMM responds to two types of requests (See
Table VI): & If it receives a recuest from the T module
(Step 1), then it proceeds to analyze the characteristics of the
problem and the Dataset to destermine wlich types of algoitlm s
are suitable for solving the problem (Stepl.1). Then LDIM is
asked for inform ation from other models previously generated
for problems similar to this one obtaimng information that
describes how to build test and evaluate the possible modals to
be built (Step12) Finally, the recipes for building the
Imowledge models are generated (Step 1.3). W) If the recuest 1s

received from MInth (Step 2), then MMM requests to LDM
information from the m odels previously generated to solve this
specific  problem  (Step2.1) and information from  the
combination models previously generated i other similar
problems (Step 2.2) Then, with this information, 1t detenmines
the strategies that are necessary to build the combination models
for this specific problem (Step2.3). Finally, it generates the
recipes to build the lmowledge models for this problem

(Step 2.4).

TABLE VI MACEO-AL GORTTHM OF MMM T 0 OBTAIN THE KN OWLEDGE
MODEL BUILDING EECIPES

Tigrut: Ophivvamed Diates et, Problem Charactenzad.

Procedurs:

1. If MMM ecetves the request fican TH.

11 Aralyes the pach lem chatactenzed ad Dataset.

1.2 Process: f&sks LDM for nforiration en previansly gereated modek (see
Tahle IT).

13 Genevates the recipes for kuowledge model buikling.

2. Else, MMM receives the wquest fioon MIhI

2.1, Process: Asks LOM for nfoomvation on previonsly generated modek (see
Table IT).

2.2 Process: Asks LOM for ndfoormation en previonsly generated
corbiration wodels (see Table IT).

2.3, Determmes the model combiation shategies

24 Geneates the recipes for knowled ge model buibling.

Cutpat: Fecipes for lmowkdge modellnnlding.

iil) Know ledge Modeling: Tlhis level executes and records
all the processes of the ML. Specifically, data 15 pocessed by
applying feature engineaing, tramning algosithms are selected
and used to build knowledge models; which are evaluated and
integrated. The level is composed of the next modules.

I. FEM: Thiz module is responsible for preparing the
appropriate input Dataset for the ML m odel, using as lmowledge
base the informaton that has LDM. To do this it follows the
instructions of the MFM. Table VII presents the process for the
preparation of the Dataset, for the construction of the ML
models which starts when FEM asks MFM for detailed
ingtructions to transform the dataset for the knowledge model
generation process (Step 1). Then, FEM executes the processes
describedin the instructions given by MFM (Step 2). Amomgthe
possible processes to be executed are: feature selecton and
extraction, missing wvalues elimination normalization
dimensionality recduction ete. Finally, the optimized Dataset is
returned.

TABLE VII: MACRD-ALGORITHNM OF FEM

Ligut: Dates et, Problem Chatac tenzed .

Piocedure:

1. Process: Asks MFM for mstme fions on how to optumze the Dataset (5e2
Table IV).

2 FEM executes the netmchons mdicated by MFLL

Output: Optirimed Datas et for ML,

3 itps:/fdub liveore cogl
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2 TM: This module is tesponsible for selecting the ML
algorithm and preparing ite configuration, using the knowledge
provided by the MLIM about experiencesinpreviougiumns which
dlows it to identify the appropriate algoritlins to solve the
problem. The T process starts (sse Table VI when TM asks
WM for a list of possible algorithm ¢ basged onthe Dataset to
be used and the characteristics of the problem (Step 1), Then, it
proceeds to set the ML algonithin to be uwsed for the problem
(Step 2). TM gensrates the configwation of the sslected ML
algarithm (Step 3, which includes the following 1) Identify the
hyper-parameters recuited by the ML algorvithm. if) Defines
appropriate mitial values of eachhyper-parameter. ui) Identifies
the parameters to be optimized in the training of the modsl
Finally, TMwill retuen the configuration for the algonithm tobe
used. For example, when configming an 3V M (Support Vector
Machines) with a linear kernel, it has the hyper-parameter C
(Costy that controls the bias-variance balance and the precictive
capacity of the model. S0 MLM must provide the possible
values to use to achieve the best model.

TABLE VIIT: MACEO-ALGORITHM OF TI

4. MIntM: This module is optionally activated by MLL
when the ML muodels that have been previously created must be
integrated, uvsing technigques such as Baggng Boosting
Stacling among others Specifically, the module allows using
the basic models previously created as buldingblocks to design
more complex models when combined, due to these basic
models donot work as well by themselves, either because they
have a lugh bias (for example, low degree of freedom models)
of because they have too much variance to be robust (for
example, high degree of freedom models) So, Mt seeks to
teduce bias and/or variance tlwough an ensemble leaming
model. Table X shows the ensemble learmng process, which
starts when MInth askes MMM for the integration strategies that
will be used to build those models (Stepl). In Step 2, the
different configurations are prepared according to the type of
strategy to be applied In step 3, the ensemble model 15 built and
evaluated according to the specifications descibed in the
corfiguration (Steps 3.1 and 3.2). Finally, MIntM retuns the
ensemble model.

TABLE X: M ACRO-ALG ORITHM OF MINTIM

Inpat Optneed Dataset, Paob e Claac tenized .

Lgut Evahiated nodel.

Proceduie:

1. Piocess: Asls MMM for a bst of possib ke algonithons and then
clharacteristes (see Tale VI

2. TM sets the ML algonthns tobe configared .

3. TM generates the confi guaton for the ML algentlon.

Chutput: Algorithm C oofiguahon

3. MBM: This modue iz responsible for training and
validating the ML models using as a knowledge base the
mformation provided by TM on the configurabon of the
algorithm to be used. The process begins (se Table I20), when
MBM prepares the configuration for the construction of the ML
model using the algonthm configwation and the optimized
Dataset (Step 1). When the configuration for the construction of
the model ig available, the model 1g constructed (Step 2): 1) The
model ig trained according to the indications desciibed in the
configuwration (Step 213 1) The trained model iz tested
(Btep 2.2). 1) The parameters of the model are adjusted
according to the results of the test (Step 2.3). Step 2 igrepeated
as many times as the configuration for the construction of the
modelisindicated (Step 2.4y Finally, MBM evaluates the model
achieved in the construction (Step 3) andreturng the model.

TABLEIX: MACEO- ALGORITHM OF MEM

Inpat Optinuzed Dataset, Alzgonthon Confignabon

Proceduie:

1. MBM prepsaes the confimmation for the coshuchon of the ML model
2. MBM buills the ML mode].

21 The wodel 1= hamed.

2.2 The model s tested .

2.3 The model patametas are adusted .

2.4 Step 2 15 vepeated accomd mg o the cordigiiation

3. MBM evaliates the aclueved ML mwodel.

Chatpat: Evalnated model.

Piocedure:

1. Process: asks MMM for pessible ersenble model shategies (see Tdile VI
2. MhdM specifies the corfiguration of the emsemble maodels tob e anlt bas ed
on the shategles.

3. Mt taalds fhe erservble models.

3.1 Generates the emsendle madel.

3.2 Evahates the emwerdils madel.

3.3 5tep 3 15 mpeated according to the munber of avenb le models,

Cutpat: ereervh e rood el(s).

I CASE 3TUDY

This section pressits a case study, which shows the
capabilities of the proposed architectre.

A Eiperimental Contest

The oljective of this case study iz to show the activation
process of the different modules of the architechue to create a
knowledge model that solves a specific problem. In general, the
cortext of this case study 15 the development of a lmowledgs
getieration service that will be deployed in a smart city, which
takes advantage of the information from the sensors and
actuators that are dispersed in the city. Specifically, ow
architecture must determine the ophmal model to predict the
destination of calb deivers in the city of Porto i Portugal, with
the purpose of providing this information to the location bassd
services deployed in the city.

The data sowrce used to generate the knowledge models of
this expeniment 15 data obtained from taxis operating in the city
of Porto’. Inthis sowce 15 collected the trajectories of 442 taxis
circulatingin the eity from July 18t 2012 to June 30th 2019, with
a total of 17,106 records Each recard is composed of 9
attributes: 1. TRIP_ID (String): 1d of each trip. 1. CALL TYPE
(char): idemtifies how the service was requested (A from the
central, B from the taxi stand or C from a random street).
iil. ORIGINCALL (infeger): id that identifies the phone mun ber
that requested the service (Af CALL_TYPE is different from A

7 hitps:/fwerer kaggle comiciltapitan-tajectoy
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the value 1s NULL ) iv QRIGINSTAND (infeger): id of the taxi
stop (If CALL_TYPE ig different from B, the valueis NULL).
v TAXT ID imfeger): id of the taxi that made the tip.
vi. TIMESTAMP (infeger ). idenhfies the beguunngof the tip (in
seconds). vii DAYTYPE (char): 1dentifies the kind of day of the
trip (A normal day, B holiday or C a day before the holiday).
viii. MISSING DATA (Boolean): True if me (or more) locations
are missing from the GPS data steam, otherwise it 15 False.
in. POLYLINE (String): cottaing a list of GPS coordinates with
longitude andlatitude, whese each item represents 15 seconds of
travel ime. The first element of the list represents the beginning
of the trip and the last element corresponds to the destination of
the tiip. Finally, this case study is built with the inform ation
generated in [11].

E. Utilization of the Mefa-learning Architecture

The process starte when MLM receives the recuest to find an
optimal model to predict the destination of taxi driversin the aty
(see Fig 3). Then, MLM identifies and establishes that the
sougce to uge ig a Datasget with the informaton of the taxis
operating in the city of Porto. Then, having the data source for
the problem, MLM starts to activate each ML process(see steps
1, 2, 3 and 4 in Fig 3), wlhich can be rvoked repeatecly
according to the variety of modsls that MLM will consider (zes
step 3 in TableI). Each of these processes is detailed in the
following sections

Knowledge
Problem (=) Sicaal
3 ‘\
|
MintM

!

Fig . 3. Achwity Diagram of the foclutechire Wanldlow

C! Activation of FEM

This process aims to prepare the dataset that will be vsedin
the generation of the knowledge models. This process is
described below (see Fig. 4):

1 The MLM module actvates FEM to perform Feahue

Engineering tasks to the dataset, such as featwe selection

and extraction, missing values processing, normalization,

dimensionality reduchon, many more.

The FEM module 1eceives this request and asks MFM for a

detailed recipe of the tasks that need perform on the datasst

to optimize it.

3 Then, MFM analyzes the dataset and checks if it has been
previousy processed, If it hag been previously pocessed,
then it agks LD for the recipe agsociated to that dataset.
Else, it determines the characteristics of the dataset and of
the data that compose it, and with tlis information, it
generates the recipe to optimize the dataset Fimally, it sends
the recipe to LDM to be associated with the dataset in the
AKM.

4 LDM jroceszes the quary received and executesit on AKM.
Inthis cage, the query wasto extract the associated recipe to
the dataset or to store the generated recipe to the dataset.

¥

5 PFetums the inform ation of the query sxecuted by AKM.

Fetunes the recipe to optimize the dataget.

7 FEM takes the recipe and executes the different tasks
ineli cated oy MEM to optimize the dataget.

2 Finally, FEM retuns the optimized datazet for the
knowledge models to be generated.

o

= I e B e

P

3

Fig 4: Sequerce diagram of FEM activation

Inthis particular case, the tasks indicated in the recipe for
optimizing the dataset were as follows:

*  MISSING_DATA: deletes all records where one (or more)
locations are missing in the GPE data stream, 1 e, when this
attribute is TRUE.

*» TIMESTAMEF: This attribute represents the seconds from
midnight on Jamiary 1st, 2018 until the time of its entry;
however, this value provides little information for the
models to be gensrated. Therefore, the TIMESTAMP 15
transformed into  several characteristcs  such  as
i. WEELK DAY . i. MONTH. i, MONTH_DAY.
iv YEAR. v. YEAR WEEK. wi.DATE. wii HOUR.
viii. MINUTE. For example, a TIMESTAMP ecual to
1388745716 will be WEEK DAY=4 MONTH=1,
MONTH_DAY=3, TYEAR=2018, YEAR WEEK=1,
DATE=2018-01-03, HOUR=10 and MINUTE=11.

* CALL _TYPE and DAYTYPE: these two attnbutes are
composed of three categories (A B and C), sach attibute 15
converted mto fluee new characteristics that represent in
binnary form the category of that attribute. For example, of
CALL TYPE iz A then the characterisics would be
CALL_TYPE_A iz one (1), and CALL TYPE B md
CALL TYPE_C are zero (). Inthe same way, it would be
carried out with DAYTYFE.

* POLYLINE: thig attribute azitis composed of alist of GPS
coordinates talcen every 15 seconds, can be used to get the
following characteristics: 1. TRIP_START: First coordinate
in the list 11 TRIP_END: Last coordinate in the list
it TRIP_TIME: 1 5 seconds * (Mwnber of C oordinates- 1)
iv. TRIP_DISTANCE: It containg the total grodesic
distance  caloulated from  all  consecutive pairs  of
coordinates. v AVERAGE SPEED: TRIF_DISTANCE /
TRIP_TIME. wvi. TOP_SPEED: max(Geodetic distance
betw een consecutive coordinate pairg) /15 seconds.

D. Activation of TM
The olbjective of thiz process is to sslect the ML algpritlan
and prepare it configoration for the constuction of the
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Imowledge model. A descripbon of how itworks is given below
(see Fig 5):

1 The process starts when MLM activates TM to select the
ML algorithun and prepare its configu ation.

2 TM ashks MMM for alist of possitle algonithms to be used.

3 MMM analyzes the characterized problem and dataget.

Then, MNMM asks LDM for information on previously

generated models.

Fun the search query in AN,

Feturns the information of the query executed by AKM.

Fetwnsrecipe for configuring ML algonthms

TM receives the following algorithms with  the

confi gurations used in previous rung: SV E (Support V ector

1 B A s

Fegression), DBN-C (Deep Belief Network -
Clagsification), DBN-E (Deep Belief Netwoak -
Regression), AMNN-C  (Astificial MNewal WNetwork -

Classification), ANN.E (Astificial Neural Network -
Fegression), kNN-E (K-Nearest Neighbor - Regession)
and NB (Maive Bayes).

8 TM after analyzing the algorithms received, it establishes
that it will use SVE for this run. Finaly, it ganerates the
configuration: 1) Hyper-parameters: kemel = EBF (Fadial
Basiz Function)), C = 100 and epsilon = 0.1, i) Metrics:
MAE (Mean Absolute Error) and EMSE (FEoot Mean
Sguare Eror). Retwns to MLM the configuration of the
algorithim to use.

Ar

Fig 5 Sequence diagiam of TM achvahon

E. Activation of MEM

This process aims to train test and evaluvate ML models
using the information generated in the previous pocesses. The
following 15 a description of this process(see Fig 6):

1 MLIM activates MBM to gensrate the knowledge modsl.
Then, MBM prepares the configration for the ML model
tuilding. An example in Python for this case of
construction of the modelwith the SVE. algoithm, using the
dataset and lyper-parameters obtained in previous
processes, is shown below:

Sfrom sklearn.svm impert STR

from sklearn.medsl_selsction import tran_test_split
X train, X_fast, y_frain y_fest =
train test split(X dataset y_dataset)

model_STR = SVR(kernel=1 B C=100, epsilon=01)
model_STRfit(X_train, y_train)

d

MEM when uilding the knowledge model iskeptinaloop,

s

where it trains tests and adjusts the parameters untl it
reaches the values indicated in the algorithm configuration.

3 Finally, MBM before returning the achieved lmowledge
mode, evaluates it using the metics established in the
previous process (zee sechonIV B.2) Inthis specific case,
using the SVE agorithm, it obtaing e average of MAE
equal to 2.10 kam and RMEE of 2.73 km (moreinfoin [11]).
Below iz a python example to obtain the metrics:

from sidearn import metrics

import numpy as np

y_pred = medal_STRpredict(X_test)

MAE = metrics.mean_absohite_errvor(y_tesi y_pred)
EMSE = wp.sqrtmefrics.mean_squared_error(y_test,
y_pred))

Fiz 6: Sequerce diagram of MIBM achvaton

F. Activation of MntM

The obyjective of tlis process1s to generate an ensemble ML
model by using the nformation from the peviousy evaluated
models It should be noted that this process i optional Thig
processis deseribed m detail below (see Fig T

1 MLM activates Mintld when it 18 necessary to generate an
ensemble ML model

2 MIntM asks MMM for possible
strategles.

3 MMM asks LDM for information stored in AKM about
previous generated models.

4 LD processes and executes the
lnowledge available in AFCN

5 Retumn the information found in AN

6 Then LDM retwrns the information of all the models
previously built for this problem (Table IV of article [117).

7 MMM asks LDM for information on the strategies usedin
the previously generated combination models.

8 LDM executes the query in AN,

AR returng the information found.

10 LDM retuns information on the shategies used in the
enzemble models built previously.

11 MMM analyses the extracted information, determining that
it gves better results with DBIN-C when the taxi iz before
30% of the full taectory, otherwise SVE offers better
results (see T able 3I). Therefore, a baggng approachwould
be ideal to obtan a better model, specifically, itisindicated
as a strategy to create an ELM (Ensemble Leanung
Model) [11].

12 MInth uulds the ensemble modelsindicatingthe strategies
received by MMM, Table XI showrs the results obtained in
the model using ELM.

ensemble leaming

cuety  using the
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13 Finally, MotM delivers the best enssmble predictionmodel
foud

o e N
:

H
5 '

Fig. 7: Sequence diagiam of MI1dM activation

TABLE X1. FERFORMAN CEC OMPAFIS 0N B ETWEEN DIFFEFENT

PREDICTOES [11]
B Pert o Whole Trajectay C.
Meld h:l::)‘ 100 mm:i.% F e 2 B g "‘E‘m"
SVR MAE (34(327)208 (264|221)1.75|129|085(042] 210
FMSE |432|4.13|3581|342(292)238|177(1.19|0.99] 273
DEN-| MAE (308|305|300(291|280J268)254|242)228) 275

C | FMSE [392(388[352|3.73|360]3.44[326|3.10|287] 351
MAE |(311(314|301|268|224]178|150|085|042] 208
FMSE |399|402|5383(34(255|239]178|1 0(060| 269

ELM

Iv COMPARISON WITH FREVIOUS WORIS

This section presents a comparison with related works For
this purpose, we are going to use several evaluation criteria
based on the general processes camied out in the MIDANO
methodology: [ Phase 1: focuses on the defimtion of data
sources. I1 Phage 2: focuses onthe treatment of the Datagets. [I1
Phase 3: focuses on the generation of knowledge models The
cqualitative evaluation criteria are specified below: Cl: Data
soutce based onLD . C2: Datasets processing mechamsm s using
Meta-Leaming C3: Mechanisms for the generation of
knowledge models using LD. C4: Mechamsms for the
generabon of lmowledge models usng Meta-Leaning In
Table 11 when a Criterion column has + means the criterionis
met.

TABLE XII. COMPARATIVE ANALYSTS WITH PEEVIOUS WOFES

Criteria
Worls
Cl c2 3 4
[12], 131 [14], [15], 05 [17] o
(18] [19], (20, [21] s
iy < o
23] o
[24], [23] o ol
Our apmoach S < - o

For the criteria C1 and C3 related to the LD paradigm, itis
observed that the works [24], [25], [23] and ow approach, seek
to link the data to ontologies that allow organizing the

information in a semantic way, sxcept for [23] in the criterion
C3, since this work does not specify mechanizms that use the
data for the model generation process. Moreover, in[24], they
specify an API that provides operators that facilitate the task of
filtering and extracting previously orgamzed iformation
In [25], they use their own query language called HyQL. In ow
cage, the MMeta-Inowledge layer defines the ndes and/or
algoritlms for filtering and extractingthe datarelated to the ML
processes.

Concerming Meta-Learning for eriterion C2, it i3 observed
that the works [18], [19], [20], [21], [22] and owr appoach
present mechanisms for the problems of extracton/selection of
meta-features that unprove the process of meta-learmng. In [18]
15 specified a method to analyze the effect on predictons of
different m eta-features. [19] defines an automatic approach for
the analysis and selection of descriptorsin a given audio context.
In [20] s specified a mechanism that autom aticaly learns atomic
descriptorsfeatures, discovering or selechng feahwes using
warious featwe engineering methods In[217], it iz deseribed a
Featwe Selection algprithm recommender. In [22] is presented
an abstraction called Meta-Data to find the relationslip between
the irputs and the ocesses for the modsl generation. In ow
cage, macro-algorithms are described that take advantage of the
information taken from LD by the components Meta-DataS et
Meta-Feature and Meta-Learmng,

For C4, it is observed that the works [12], [13], [14], [15],
[16] and [17] presert Meta-Learing agorithms that allow
optimizing the hyper-parameter s of the ML algonthms [n[22],
they look at meta-lemrming from another perspective. They
propose the use of Meta-Modelling of complete problems, and
the meta learmng algorithm s what they do 13 to look for the most
suitable model according tothe characteristics of the tasks to be
solved. In owr case, macro-algorithmes are specified that uge LD,
and are managed by the Meta-Knowledge layer through the
Meta-Feature, MMeta-Model and MMeta-Leaming componsits
Thig feathwe allows the architecture to be adapted to any ML
problem.

With respect to the gquantitative companison, no such
comparison is specified because the reviewed works present
partial solutions to different characteristics associated with the
architecture dezcribed inthis paper. Fusthermore, ow woik ouly
presents a functional design of the architecture. In summary, no
wotks found in the literature merge the concepts of ML with LD
and IMeta-Learmng In owr case, a general architectws was
specified that manages ML processesby taking advantage of LD
and Meta-Learmng  Particularly, our approach can take
advantage of automation schemes such as those presented in
[26], [27], [28], [29], i or dler to make the construction processes
of solutions based on machine leaming techniques completely
autonom ous

v CONCLUSIONS

Inthis paper, we present an architectur e that combines Meta-
Leaming with the LD paradigm. The first contribution achieved
with the meta learning architecturs based on LD isto provide a
semantic description of the data, processes andtoolsused which
allows optmizing the generation of futwe ML models The
second confribution acld eved is the specification of mecham ams
to automate the generation of ML models by using a Meta-
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Learming based manager that exploits all the informaton
collected and linked from the ML processes Finally, the last
confribut on is the Imowledge model of the architecture based on
the LD paradigm, where all the information collected from the
processes carnied out in the architsctwe is stored and
semantically linked called AICM.

Qur architectwe 15 composed of three layers for the
generation of knowledge models Specifically, the Knowledge
Soweces layer manages the internal knowledge by adding the
dataset for the problem, and the external knowledge because it
aclds semantic information to the Datagets which are used to
generate the knowledge models. Inthe Meta-Knowledge layer
are defined the strateges and algmithms for the constuction of
the kmowledge modsls Finally, the Knowledge Modeling layer
alows the generation of models adapted to the different
recuirements of the problems.

This researcly, i compatizon to other works is the first that
exploit the mix of LD and Meta L earning in the domain of ML,
there are only works that associate ML with LD or ML with
Meta-Learning. [n ow approach we combine the three areas into
an overall architechwre for ML, taking advantage of the
capabilities offered by each area.

In fuhwe works, the modules of the proposed architechare
will be implemented, which will allow the definition of case
studies to evaluate thew quality and robustness. In addition dus
to the complexity and computational resources needed of the
Meta-Leaming architecture to automate all ML processes, we
will study the implementation of a Federated IMeta-L earning
with LD that allows distnbuting the Meta-Knowledge generated
inthe architecture.
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8.9 Anexo 5.B: An Autonomous Meta-Learning Architecture for
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8.11 Anexo 5.D: A synthetic Data Generator for Smart Grids based on
the Variational-Autoencoder Technique and Linked Data Paradigm
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Abstract—In a smart env ironment like the smart grids,
it is necessary to have knowledge models that allow
solving emerging problems. However, large datasets are
required to autematically create these models, which in
the vast majority of casesare not available. Therefore, in
these environments is essential to have a data generator
for each context. In this paper, we propose a synthetic
data gemeration system based on the variational
auteencoder (VAE) technique and linked data paradigm,
to create larger datasets from small datasets aciing as
samples. Specifically, a Linked Data-based dataset
extractor is proposed, which allows obtaining samp les of
data in a particular context. Then, a VAE is trained with
these samples of data available in a specific context, to
learn the latent distribution that characerizes the
dataset, allowing the production of new records that are
similar to these of the original dataset. Finally, several
case studies in the field of emergy management are
carried out. In one of them, the process that follows our
approach is described in detail; and then, another 3
more are considered to evaluate its ability to automate
the data generation process for smart energy
management. The results show how our synthetic data
generation system can be used to obtain synthetic
datasets in d ifferent energy contexts.

Keywords—Synthetic Data Generator, Linked Data, Deep
Learning, Variational Autoencoders, Smart Grid

I INTRODUCTION

A smart enviromment is a paradigm in which people are
empowered or strengthened by the use of digital
environments that are aware of their presence and context,
that are sensitive, adaptive, and responsive to their needs,
habits, gestures and emotions [1]. Smart environments such
as smart grids require knowledge models that allow them to
make decisions, organize activities, autmmate processes,
among other things [1, 2]. However, as these problems are
emerging, they require automatically to create these models
[3], which may lead to the need for large datasets, which in
most cases are not available. Therefore, in  these
environments, it is essential to have a data generator for each
situation.

Data pgenerators require two components, the first
component is an algorithm or model that when fed with

IEEE 978-1-6604-7671-322/531 00 X122 IEEE

information from the desired situation, then it automatically
extracts the characteristics that represent it. A solution to this
problem is the use of Deep Learning (DL) techniques. DL is
a set of Machine Learning (ML) algorithm s that attem pts to
maodel high-level abstractions in data using iterative, multiple
nonlinear transformations of data, which are useful in
classification and recognition tasks, am ong other applications
[4, 5]. Among the DL algorithms, we have the Variational
AutoEncoder (VAE), which provides a probabilistic way @
learn the latent space representations of the input data [6].
Specifically, an encoding network or recognition model is
used o discover a probability disribution for each laent
attribute. Then, a decoding netwark or generative model is
used that takes these latent attributes and attempts to recreate
the original input. The second com ponent is to find a dataset
that represents the desired context This second component
must generate automatically synthetic data of that situation.
One way to solve this type of problem is by using the Linked
Data (LD) paradigm. LD has the ability to facilitate the
entailment of data, among other things, allowing the
explaitation of distributed knowledge on the web [7].

Some similar research on synthetic data generators based
on ML techniques are the following: Islam et al. [6] develop
a wehicular collocation generator, seeking to correct the
imbalance they had in the original dataset, since the dataset
consists of only 625 crash events for over 6.5 million non-
crash events. They used a VAE to encode all events in a
latent space. After training, the model was able w
successfully separate crashes from non-crashes. Findly, o
generate the data, they sampled the latent space containing
the crash data. Also, Chen et al. [9] im plemented two vehicle
trajectory generators for autonomous driving simulation and
traffic analysis tasks in data-scarce cities or regions. In
particular, a VAE generatr, called TrajVAE, and a
Generative Adversarial Generator (GAN), called TrajGAN,
were developed In the experiments with both generators,
they demonstrated that the TrajV AE model effectively
addresses the problem and its trajectories turn out to be maore
similar to the original trajectories. Salim et al. [10] developed
a data generator using VAE in the healthcare environment,
specifically, patient records were generated given a particular
diagnosis. By training the model, the underlying patterns in
the diagnoses and the patients suffering from them are
discovered, and with this information, new patient records
are penerated. Finally, Wan et al. [13] proposed a VAE-
based synthetic data generation method for the unbalanced
learning problem, being effective for high-dimensional data,



such as images. This generation process is com posed of two
steps. First, VAE samples some values of the latent variahle
that are likely to produce the original data. Second, new
samples are generated from the conditional distribution of the
data given the latent variable. This m ethod generates datasets
similar to the original, but not exactly the same.

On the ather hand, the generation of data in the context of
smart grids is very im portant. For example, in the context of
maonitaring tasks of a data-driven smart energy management
system, it is necessary a permanent update of the models of
identification, detection, and diagnosis, among others [8]. It
is very important for the Internet of Things (1oT), and Big
Data where the sources and characteristics of new data from
energy can be very unbalanced, dynamics, among other
aspects [14, 17, 18, 19]. In order to update the data-driven
maodels, the generation of synthetic data is very useful to
improve, eg., the energy consumption or production
prediction. This is the reason for this preliminary study in
this spedific context.

In the context of smart grids, there are some waorks in
synthetic data generation. For example, Zhang et al. [20]
propose  a data-driven approach to synthetic  dataset
generation by utilizing deep generative adversarial networks
(GAN) to learn the conditional probability distribution of
featres of the real dataset and generate sam ples based on the
learned distribution. Also, Kababji and Srikantha [21] define
a framework for generating synthetic labeled load (e.g.,
appliance) patterns and usage habits for the context of smart
meter data. They use GAN and kernel density estimators.
The work [22] presents a framework for validating synthetic
distribution data sets using statistical and operational metric
targets. Asre et al. [24] define a framework for synthetic
energy consumption data generation based on the Tim e-G AN
techriques. Finally, Wiest et al. [23] describe a methodology
for the generation of synthetic load profiles for industrial,
commercial and agricultural customers. The methodology is
based on a stochastic linear regression model, which obtains
a set of parameters from the datasets for each type of
customer to enable the production of new synthetic load
profiles.

As canbe seen in the works, the VAE algorithm is widely
used in the generation of artificial data, because it offers
good results from small samples of data. However, all works
start from a specialized dataset prepared for a particular

context/situation. In this paper, we seek to go a step further in
the process of awmmating the generation of artificial/
synthetic data. On the other hand, in the context of the smart
grids, neither approach exploits linked data to extract more
useful information for the definition of synthetic data. In
particular, we propose a synthetic data generatar that explaits
the benefits of the LD paradigm for the automatic detection
and extraction of data samples for smart grids, and the
learning capability of DL algorithms, such as the VAE
algorithm, to know the latent distribution in the data. Thus,
the main contributions of this work are:

* Define an architecture for the automatic generation of
datasets for smart grids.

= Specify an automatic mechanism for the automatic
detection and extraction of samples of data based on
LD.

=  Specify a synthetic data generator method based on
V AE using the data sam ple extracted with LD.

This article is organized as follows: Section 2 describes
the architecture of the synthetic data generator using LD and;
Section 3 describes in detail a classical case study in the
context of smart grids, the generation of data about the
energy consumption of the clients, showing how our
approach works in this context. Section 4 aims to evaluate
the ability to automate the data generation process in
different domains required for smart energy management.
For this, three other relevant case studies are presented in the
field of energy management, such as the generation of data
about the energy consumption of devices and lights in a
home, the production of renewable energy, and the
consumption by sectors (residential, industrial, academic,
government, et.). Finally, Section 5 presents the condusions
and future work of this research

II. SYNTHETIC DATA GENERATION SYSTEM

A Architecture

The generation of synthetic data involves a set of
complex processes that alow identifying, extracting,
transforming and learning the relevant features of the dataset
to be generated. Thus, we propose an architecture composed
of the following modules (see Fig. 1): DataSet Acquisition
(DSA), Data Preparation (DP) and Synthetic Data
Generation (SDG ).

DataSet

Specific
Context

Data Preparation
Acquisition {DSA) {DP}

Neormalization
Categorienl Data

Synthetic Data
Generation (SDG)

Synthetic
Data

FiG. 1: SYNTHETIC DATA GENERATION ARCHITECTLRE

B. DSA Moduile

The ohjective of this process is to find samples of data for
the given context. Specifically, the samples of data are
obtained using search mechanisms based on LD, taking
advantage of Open Data Sowrces (0D S) o endpoints, such as
those offidally provided in countries like the United States
(https/Awww.data.gov/), Spain  (https://datos.gob.es/) and
Europe (https://data europa.eu), among many others. All this
is possible because these data sowces publish all the
metadata of their datasets using the CKAN standard

(https: #ckan.org/), which allows queries using the Spargl
language. For example, the query SELECT ?id ?title Phitle ?
url WHEREY{ 7id dct: tide Ptitle. 7id deat:accessURL Purl |

Table 1 shows the DSA macro-algorithm. This process
starts by analyzing the context of the required samples of
data, obtaining the keywords to search for the data samples
(Step 1). Then, the LD query that will be used to search far
the datasets in the ODS is prepared (Step 2). Finally, the



query is executed and a list of datasets is received, and the
dataset that best fits the search is selected (Step 3).

TABLE 1: MACRO-ALGORIT Hh OF D6 A TO SEARCH SAMPLES OF DATA.
Input 5 pedfic Context

Proced ure:
1. The context of the required daia is analyzed in order toobtain the search
keywords.

T T st eyl s el ol s o il
3. The search in 005 & mun and the samples of data that best fits the search
are selected.

Outpat: data sample

C. DF Module

The objective of this process is o optimize the sample of
data, seeking to transform the data into a more optimal
representation for DL -based models since these models work
with binary (digital}) or continuous (amalog) data, which
typically range from [0 to 1] or [-1 t© 1]. Alsg, it can carry
out a feature engineering process [11]. Specifically, attributes
with numeric data and high variance are normalized, and
attribuites with textual or numeric data representing a specific
finite set of categories or dasses are processed as Categorical
Data. Table 2 shows the DP macro-algarithm, this process
begins by analyzing the data to determine the processes that
will be required for each column of the sample of data (Step
1). In the case of colunns with numeric data with many
different values, it proceeds to normalize them (Step 2). Far
colum ns with textual or numeric data that can be represented
in categories or classes, it proceeds to categorize them (Step
3).
TABLE 2 MACRO-ALGORITHM OF DFM TO OFTIMIZE THE SAMPLE OF DATA.
Input §ample Dataset
Proced ure:
1. The sample of data is analyzed.
2. The attributes with mumeric dat and high vanance are nommalized.
3. The attributes with extnal and mmeric dat with finite valies are
categorized .
Output: Preprocessed sample of Data

D. 5DG Module

The ohjective of this process is to generate the synthetic
data from the sample of data optimized in the previous
maodule. In this process, a knowledge model is built and
trained that automatically extracts and learns the
characteristics of the sample of data. Table 3 shows the SDG
macro-algorithm, the process starts by configuring and
building the knowledge model that will learn the latent
characteristics in the sample of data (Step 1). Then, it
proceeds to train the knowledge model using the data sample
(Step 2). Finally, the synthetic dataset is generated using the
previously created and trained knowledge model (Step3).

TABLE 3 MACRO-ALGORTTHM OF S DG FOR THE GENERATION OF
SYMNTHET I DATA,.
Input Preprocessed Sample Dataset
Proced ure:
1. The knowledge model with the desited configuration is built.
2. The knmwledge model representing the sample of data is tmined.
3. The synthetic dataset is generated with the know ledge model.

Cutpat: Synthetic Dataset

1 https://pypi.org/project! fuzzywuzzy!

I INMAL CASE STUDY

This section presents a detailed description of a case
study, which shows a functional version of the modules of
the synthetic data generation system, allowing the
construction of a dataset for a spedfic context. This case
study is in the smart grid context
A Experimental Context

The context in which this mse study is developed is
forused on showing a functional version of the different
maodules of the proposed system for a smart grid context,
allowing to automate the generation of synthetic data with
minimal human intervention. In general, these processes can
be deployved in any smart environm ent, offering an autom atic
synthetic data generation service to solve the need for large
datasets to solve emerging problems that arise in such
enviromments. Specifically, in the context of energy
management of smart grids, it is necessary to generate
synthetic datasets for different tasks.

For example, suppose that the generation of data on
electricity consum ption in the different provinces of Spain is
required. The ODSs used as search sowrces @ obtain the
samples of data for this ex perim ent come from the open data
intiative of the Government of Spain (https//datos.gob.esf),
taken from 43 State Administrations, 18 Autonomous
Administrations, 229 Loml Administrations and 16
Universities, among others. This sowrce conmins 36,381
datasets, distributed in 22 categories, such as: Science and
Technology, Commerce, Demographics, Sports, Economy,
Energy, Transport or Tourism.

B. Module 1: DSA

The responsibility of this process is to search for the
sample of data to be used in the generation of the synthetic
data. This process begins when the information is received
from the problem context that requires a dataset. For our case
study, this information would be:

= Topic: electricity, energy, smart grids
= Objective: consumption, Spain

Then, the context of the problem is analyzed, and two
things are generated:
1. Keywords: “energy] electricity] consumption| Spain”.
2. Query in spargl language:
PREFIX dat: =httpedipurl org/defterms/>
PREFIX rdfs:  <hitp:d'www.w3org2000/00rdf-
schenm#=
PREFIX daat: <httpiwww. w3.orglnsdanti=
SELECT DISTINCT Purl ritle
WHERE{
#id a doar Distribution.
Fid det-title Fritle.
FILTER regex{lang(?tide), "en™, "1").
FILTER regex( *itle, Keywords, "}
7id dot-formar Fidhype.
Adtvpe rdfs:label "CSV".
Fidtype rdfs: label Aype.
#id doaotoccessURL Al
J} LIMIT 100

Once the keywords and the LD query are available, the
query is executed in the public data source endpoints. Far
example, in our oDs would be:
“http://datos.gob.esivirtuoso/spargl”™.  Table 4 shows the
result of the search in an ordered manner using the
FurzyWizzy' library, where the dataset with the highest



match ratio is selected. In order to calculate this ratio, the
library uses the Levenshtein Distance to compare the
differences between owr keywords and the description or title
of the datasets.

TABLE 4 RESLILT OF THE SEARCH OF SAMFLES OF DATA.

Title Ratin
Electricity corsumption in municipalities and s i
sectors of Catalonia
Irstallation of electrical energy production 225
Individ ualized data
Hourly elecricity demand in Camlonia per MWh no
Production of electricl energ y. Data add ed 6725
Registration of producers of electricity 650

C. Module 2: DP

This process prepares and optimizes the sample of data
that will be used in the next module with the DL algorithms.
The first step of this process analyzes the sample of data. The
datasets collect the electricity consumption of the
muricipalities and sectors of Catalonia. The first dataset has
a tatal of 353,980 records Each record is composed of 9
attributes in Catalan: i. Any (integer): year of the record
ii. Province (String): name of the province, which is an
administrative demarcation of Spain iii. Region (String):
name of the territorial division delimited by physical and
human geographical affinities. iv. Municipality (String):
name of the municipality, which is the basic local entity of
the territorial organization of the State. v. Cod Mun.
(integer): id identifying the m unicipality to which the record
belongs. vi. Description Sector (String): short description of
the sector that consumes the electricity, such as, for example,
consumption in the industrial or residential sector, among
others. vii. Cod Sector (integer): id that identifies the sectar
o which the record belongs. wviii. Consumption kWh
(decimal): electricity consumption in kilowatt-hours (kWh).
ix. Observations (String): short remark about the record.

The second step identifies the numerical attributes that
can be normalized. In this case, the following are identified:
"Any", "Cod Mun.", "Cod Sector” and "Consumption k'Wh'".
Then, it is verified if any of these attributes contain high
variance, as they would be ideal candidates to be categorized
in the next step. For example, the attribute "Any" has only 8
distinct values (from 2013 to 2020) and "Cod Sector” has 6
distinct values (1, 3-7). Therefare, only the attributes "Cod
Mun." and "Consumption kWh" will be normalized with the
formula: Xnorm = (X - Xmin) / (Xmax - Xmin). When
norm alizing, values between 0 and 1 are obtained, which are
optimal values for knowledge models based on neural
netwarks. The result of some values is shown below (Table
3):

‘TABLE 5 RESULT CF NORMALIZ ATICR.

2 httpsi//kerasiol
3 https:iwww. tensorflow.org/

CodMun Cod Mun G i G i
norm kWh EWhnorm

8001 1] 36380 0.0000009685

17138 25447 | 66485378.0 0.0168895240

25193 047881 1516975100.0 038764960800

43002 097480 3154255400.0 080603 1950040

43907 10 39133133000 (0.95999994040

The rest of the attributes are categorized. Table 6 shows.
the result of the "Cod Sector” attribute when applying Cne
Hot Encoding, which follows the next steps: i) for each value
in "Cod Sector”, an attribute is created with the name and
associated value, e g "Cod Sector_1", "Cod Sector_3", "Cod
Sectar_4", ewc; ii) for each "Cod Sectar” record, 1 is
assigned to the attribute that the value belongs to and 0 to the
rest, eg if "Cod Sector” is 1 in a record, then "Cod
Sectar_1"is1, "Cod Sector_3" is 0, "Cod Sector_4" is 0, etc.,
iii) finally, the "Cod Sector” attribute is deleted, since it was
replaced by the other attribites. This process is repeated with
all the attributes & be categorized, obtaining a dataset with
1019 attributes.

TABLE 6 RESTILT OF THE CATEGORIZATION OF "COD SECTOR"

Cod Sector Cod Cod Cod Cod Cod Cod
Secior_1 Secior 3 | Secior_4 | Secior 5 Sm;nr_ Sﬂ;ﬂr_
1 1 0 0 (1} L] 1}
3 1} 1 0 1} L1 1}
4 0 0 1 (1} 1] 0
5 i} 0 0 1 1] i}
[} 1} 1} 1} 1} 1 1}
7 i} i} 0 1] L] 1

D. Module 3: SDG

The responsihility of this process is o generate the
synthetic data with the characteristics of the data sample. In
this module, it uses Variational AutoEncoders (VAE),
implemented as a Python object with the Keras® and
Tensarflow”® libraries. The VAE ohject allows setting the
following parameters: i) original_dim: mumber of input
neurons o dimension  of the  input  data,
ii) intermediate_dim: number of neurons in the intermediate
hidden layer, has a default value: 256. iii) latent dim:
number of neurons in the latent space, default value: 100.
iv) batch_size: batch size, default value: 104, v) epodhs:
number of epochs, default value: 30, vi) epsilon: standard
deviation of the tensor, default wvalue: 0.5. With this
information, we proceed to define the parameter values to
configure the knowledge model that will allow generating the
synthetic data. Figure 2 shows the model built with the
configuration.



Layer itype) Output shape Paran # Connected to
input 1 [In;;;[;;;;.l.-"_ o I-:rlnne._-;s'-l;““ B “E_“ 0 o
dense (Dense} (None, 308 3a6000 ['input L[81{31']1
dense 1 (Densed (Mone, 18} 3a18 ['dense[#][a]"]
dense_ 2 ibenne} thone, 18} 3418 [t densea]18]°]
lanbda (Lambdz} (Mone, 10} ] [“dense 1[@]la]’.
‘dense 2(8]1a]']
dense 3 (Densch fMone, 308} 3308 ['lambda[a][8]"]
dense 4 (Dense) (Mone, 1818} 06719 [ 'derse 3]&11a]"]

Total params: E22,839
Trainable params; 622,839
Man- Lrainable params: @

Then, the model is trained and the dataset with N records
is generated using the trained model.

Figuwe 3 shows partdally the generated dataset,
specifically four records where each column is a different
variable, using the learned generation model.

printinodel data generatels] |

[[0.49052503 6. 20180085 O, 50480687 |
[8.48342386 ©_477 16582 8. 5642783 ..
|8.3818528 ©.4950892 9.3165934 ... B.473398I7 £.53IZ2L3 8. 495987E3]
[8.5035308 ©.40054575 4, 4580771 0. 46086566 B SREEL2E 0, 50410647]]

FIG. 3: SYNTHETIC DATA GENERATION

048002427 05206242 0, 5003404 |
B.42H18485 B 3I0ESE1 @, 49854395]

1IV. EXFERIMENTATION IN THE CONTEXT OF SMART ENERGY
MANAGEMENT

A Ageneral validation
In this section, the ohjective is to test various problems in
the energy field that require the generation of synthetic data
for the subsequent construction of knowledge models using
ML techniques. In particular, in this section, we are going to
create synthetic data for the following group of case studies:
i) Energy consumption behavior of devices and lights
inahome,
ii) Generation of renewahble energy (spedfically, solar)
and,
iii) Consumption by sector (residential, industrial,
academic, government, etc.).
In particular, our approach was used for each se stdy
as follows:

1. The datasets of interest were retrieved using the LD
paradigm (DSA module).

2. The dataset with a greater similarity radius was
chosen and preprocessed (DP module).

3. Synthetic data was generated using VAC (SDG

maodule).

In the first module, the datasets that were selected have a
similarity ratio value greater than 8% with respect to what is
sought, as indicated in Table 7. In this sense, they are
datasets with very relevant inform ation for each case study.

FIG. 2 CCIEI%L[IB}SL’RLEILELCE‘ THE ¥V AE MODEL

ThHLE 7: SELECTED DATASETS.

Case Datasets Ratio

i | Non-contmllable energy comrsumption ina home: 8532

ii |Solar power genemtion infonmation: B2 52

iii | Energy consumption by sector 9110
https:{iwww.eia gowel ecricity’

Now, o determine the quality of the data generated by
the VAC, we com pare the mean and variance of the synthetic
data with that of the normalized clean data that comes out of
the second module. An analysis of variance (ANOV A) is
carried out with the aim of testing the existence of significant
differences between the mean and variance of the synthetic
data with that of the normalized clean data for each variable.
In Table 8 is shown an example of the means and variances
of some of the variables of the synthetic data and normalized
clean data for the first case study.

TABLE 8. MEANS AND VARIANCES OF THE SYNTHETIC DMTA AND
NORMALIZED CLEAN DATA FOR THE FIRST CASE STUDY

Synthetic data Original data
Micto | Guestbath | Fridge | Micow. | Guestbath | Fridge
Metrics | w light light
Mean | 012 | 0080 | 0951 | 0114 0077 | 0936
Vaia.| 0009 | 0001 | 0052 | 0007 0003 | 0048

To analyze these differences, the hypothesis of
com parison of means and variances presented in Table 9 is
tested in each case study. We make the assumption of a
significance level of 5%. In this test, p-values smaller than
0.05 were obtained in each case study, for the mean and
variances. Thus, the results obtained allow us to reject the
null hypothesis Hy since p is smaller than the level of
significance chosen, so we have a statistically significant
result that allows us to reject Ho In other words, we can
verify that the differences between the data are not
significant.

TABLE 9. ANCWV A RESULTS FOR MEANS AND VARIANCES
Null hypothesis Pvalue
i ii i

H,:
| 2o Hemernea?) e

- . 0.0048
L

00451




Hn:agemmrn‘;

00341 | 00405 | 00211

Hl:agemmd:

According to the results, owr system allows us to search
for the most appropriate data for each case stdy, without
having to manually navigate the Internet The LD paradigm
is capable of searching for datasets that are quite similar to
what is desired to be studied, in such a way as to be able to
have a correct initial sample of dat@a. With that initial sample,
VAC is able to build synthetic data that fits the original data
very well.

The automation of our system by adding a knowledge
model generation process, would allow defining an
atonomous cyde of knowledge model management to
follow the real-time behavior of a smart grid [12, 15, 16].

V. CONCLUSIONS

This paper presented a synthetic data generation system
for specific contexts using a DL algorithm and the ML
paradigm. Specifically, this system has three main modules,
the first one is to automatically identify and extract the
sample of data. The second prepares the sample of dam for
the DL knowledge model and, the third creates the

knowledge model to generate the synthetic data.

The test context was focused on smart grids. In particular,
a first detailed anal ysis was carried out around the generation
of data about the energy consumption of the clients. In this
case study, the module of automatic detection and extraction
of samples of data using LD} queries determined as data
sources the datasets available in the open data initiative of the
Government of Spain. Likewise, the data generator module
based on the VAE algarithm used the dataset with greater
similarity to create a knowledge model with the latent
features learned from the data sample, which was then used
asa model for generating the synthetic data.

Subsequently, to show the ability of owr approach o
automate the data generation process for smart energy
management, three other case studies from that context were
considered. Owerall, the results show the feasihility of our
approach. The use of a system like the one we propose
allows us to autom ate the data generation process in a field of
study as complex as energy, in which the permanent
generation of models (in real-time) is necessary for the
different tasks of supervision, optim ization and control that a
smart energy managem ent system needs to carry ot

Future works test other DL algorithms for the generation
of synthetic data, such as Generative Adversarial Networks
(GAN) or Adversarial Variational AuwEncoder (AVAE)
approaches. In addition, they will connect this system with a
process of automatic generating of knowledge maodels
(prediction, diagnosis, identification, among others) for the
contex t of smart energy management Systems.

On the other hand, in these initial experiments, it was
considered to take the dataset with maximum similarity as
the data sample used to train the ML model to generate the
synthetic data. Future works will consider multiple datasets
o generate the data sample, which will im ply performing an
autom atic featire engineering process that allows mixing the
knowledge of experts in a given dom ain with an analysis of
the relationships between the variables in this domain (for

exam ple, using correlations) to determine the variables o be
selected in the data sample. Also, future works will analyze
different similarity approaches to determine the similarity
between the datasetand the case under study.

Finally, for these experiments were made genera
consultations. For example, for the first case stidy, we
wanted data on energy consumption in the provinces of
Spain, without specifying for what time of the year
Likewise, in the case smdy about solar energy production, we
wanted data related to solar energy generation, without
indicating region, year or time of year. Future studies should
analyze how to generate more specific queries, for example,
data that describe stationary behaviors, or atypical behaviars
in a given year, or the opposite, that do not consider them.
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8.12 Anexo 5.E: A synthetic data generation system based on the
variational-autoencoder technique and the linked data paradigm

A Synthetic Data Generation System based on the Variational- Autoencoder
Technique and the Linked Data Paradigm
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ICEMISID, Universidad de Los Andes Mérida, Venezuela
SGIQITIC, Universidad EAFIT, Medellin Colombia
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Abstract: Currently, the generaton of synthetic datahas become very fashionable, either due to theneed
to create data in certain specific contexts or to study unknown scenanos among other reasons
Additionally, synthetic data1s a cntical component in training machine learming models 1n the presence
of little data This work propeses a Synthetic Data Generation System (SDGS) architecture to allow
synthetic data generabon to be fully autemated. SDGS 15 based on the Vanatonal AuteEncoders (VAE)
learning technique, and has three main capabilities. The first 15 related to the ability to extract data
samples from multiple sources using the Linked Data (LD) paradigm. The second is linked to the abality
to merge data sets to increase the amount of information that can be providedto the VAE-based synthetic
data generator The last one 15 related to having a Feature Engineening layer to create new features by
generating or extracting information from the dataset and then selecting the features that provide the best
information for the VAE model. A case study 15 described in detail to show the new functienalities of the
5D @GS, such as dataset extraction from different sources using LD, dataset merging using pivots, and the
application of different feature engin eering methods. Finally, two metrics are used to evaluate the quality
of the generated datasets in different case studies. The first one 15 the accuracy to analyze the performance
of the models generated with the new SDGE functionalities, obtaining results above 90%. The second
one1sthe two-Sample Hotelling's T-Squared Test to determine the quality of the synthetic data generated
by the system, obtaiming synthetic datagets very sunilar to the oniginal datasets,

Keywords: Synthetic Data Generator, Linked Data, Variational Autoencoders,

I INTRCDUCCION

A great current technelogical challenge is being able to take advantage of multiple datasets to generate
synthetic data in specific contexts. This requires identification processes of sad data sources, for which
the LD paradigm can be used, as well as subsequently merging these multiple datasets into a single
sample dataset for each given context [22], [23], [24] Mow, this set of data samples obtaned from
multiple sources requires a process of analysis of ite charactenistics (feature engineering) that allows
optmizing the quality of the data, before going to a synthetic data generation process [19], [25], [26]

In this work, an architecture 15 proposed, called SDGS, which allows the generabion of synthetic data
considering those three aspects mentioned above, which uses the VAE learning technicue to generate
synthetic data Specifically, SDGS uses the LD paradigm to identify data seurces (used as an identifier
of datasets for a specific context) [1] Subsecuently, it performs the fusion of the different identified
datasets and afeature engineering process to identify the relevant variables. In this way, it builds a dataset
for a given context Finally, SDGE uses a VAE-based model to generate new data sumilar to the newly
constructed dataset. In this way, it creates larger data sets from samples of small data sets [22], [23].



A Relate works

Some sumilar research on dataset extraction and fusion with LD are as follows: Avazpour et al. [2]
described an architecture that incorperates complex data aggregation from multiple sources, mapping
and data transformation. The architecture 15 made up of a set of multiple components: 1. The dataset
components collect all the datasets transformed into CEV that come from different sources (CSV, EDF,
AFT, among others); 11. The aggregator components allow extracting partial information from each
specific SV, IIT The mapping components allow the imported data to be assigned to generate the data
model of the architecture. In the worl [3], the authers defined a keyword search system on federated
EDF datasets. The process beging when the Mediator component recerves the set of keywords specified
by the user The Mediater component uses the storage component to find the data and metadata that
match the keywords. The Federated Schema Compoenent 15 then used to find outer joins between the
subquenes computed by each dataset Finally, the Mediator executes the federated SPARCL query and
returns the dataset with the composition of the data requested by the user from the different sources of
the federated EDF datasets.

O the other hand, Fac et al. [4] presented amethod for fusing linked open data from multiple sources
for querying relationships between drugs and genetic disorders. Generally, the information about genes,
drugs and dizorders was stored m different places and in diff erent formats such as EDEF/ XML, SQL and
relational, among others. In this method, biomedical datasets are converted into EDF triples, normalizing
the vocabulary and data UEIs, and then stored as merged data. After merging, the system can be queried
with SPARQL to understand the relabonships between multiple entities from different datasets and
extract datasets for amore specific context. Similarly, m [5], Chen proposedan LD fusion method based
on the calculation of stmilarity and k-nearest neighbor (EII), allowing to solve problems of enhity
contlicts between data sources. The LD sumilanty calculaton effectively integrates URI nodes and blank
nedesinto linked data. On the other hand, the fusion of literal type nodes based on the KNI classification
allows automating the fusion independently of the data sources. The KINIT classifier generates a model
that learns from common assignment strategies for resolving conflicts between literal nodes.

In the context of VAE, there 15 some research that applies feature engimeering. For example, Mishim aka
et al [6] descnbed the Localized Vanational-Autoencoder (Loc-VAE) that provides neurcanatomically
wterpretable low-dimensional repregentation from 3D brain MME images. In this research, they take
advantage of VAE models for feature extraction (using the latent vector Z of an image where the vector
represents the extracted features). Then, they generate perturbations to sach element of the latent vector
and pass through the deceder, obtaining new images with the result of the perturbation Cn the other
hand, a feature selection method, called AVAE (Attention of Vanational Autoencoder) is proposed by
Van Dao et al [7], which emphasizes the importance of the attention mechanism in the selection and
evaluation of weights in the latent space. AVAE consists of CEAN (Convelutional Block Attention
Idodule) coding layers, and can leamn what and where to emphasize or suppress. CBAN 15 a lightweight
CHI with only two convelutional layers: Channel Attention Module (CAN) and Spatial Attention
Lledule (SAMD.

In [8], Hadipouret al. developed amoelecular embedding learning approach that combines PCA (Principal
Component Analysis) and VAE to mntegrate global and local molecular features. The approach begins by
collecting the molecule data, extracting the global (melecular descnpters) and local (atomic and bond)
features for each molecule. The PCA method 15 used to reduce the atomic feature matrix and the bond
feature matrix to a FCA-based feature vector, respectively. Then, it concatenates the global and local
features and it filters cut the columns with zere vanance Finally, VAE 15 used to incorperate the global



chemical properties and the local atom and bond features. Also, Akkem et al. [21] proposed the use of
VAE and Generative Adversanal Networks (GAI) to generate synthetic data for crop recommendation.
This research focuses on explonng the effectiveness of VAE and GAN in producing ligh-quality
gynthetic data, facilitabng improved tramning and evaluation of recommender systems. In addition, they
performed extensive qualitative analysis on the reliability of synthetic data in various experiments,
wecluding visual comparisons such as heatmaps, scatter plots, cumulative sum per feature plots, and
distnnbution per feature plots. The work of IMarco et al. [27] explored the use of conditional variational
autoencoder (CVAE) and inverse normalization transformation for data augmentation and synthetc data
generation in software engineenng. Eleven datasets from sources like PREOMISE and ISBSG were used.
The CVAE-INT moedel created synthetic data, showing sigmificant results with a mean p-value above
0.90 1n the Mann-Whitney test The model achieved lower mean abselute error and root mean squared
error across vanous datasets.

Panfilo et al. [28] wtroduced a data synthesis techmque for both supervised and unsupervised learning
on single-table and relational datasets. Utilizing generative deep learning models, the technique includes
three variants: standard VAE, p-VAEs, and Introspective VAEs The effectiveness of these variants 13
expenm entally evaluated to determine how well they meet the quality requirements for generated data.
Various performance indexes are used to capture different aspects of data quality, demonstrating the
applicability of these models to relevant business cases. Kuo et al. [29] proposed enhancing the classic
GAMN framework with a VAE and an extemnal memory mechanism to generate syunthetic datasets that
accurately reflect imbalanced class distnbutions 1n clinical variables. The method was tested on data
related to antiretroviral therapy for HIV. Eesults show the method effectively prevents mode collapse,
ensures low patient disclosure sk (0.095%), and mamntains igh vtility for machine leaming applicah ons
i1 healthcare. Eigenschink et al. [30] wntroduced a data-driven evaluation framework for generative
models that produce synthetic sequential data The framework assesses models based on five cntena:
representativensss, novelty, realism, diversity, and coherence, wndependent of the models' internal
structures. These criteria address vanous domain-specific requirements, allowing users to evaluate
synthetic data quality across models. A review of generatve models for sequential data shows that
realism and coherence are crucial for natural language, speech, and audie processing, while novelty and
representativeness are vital for healthcare and mobility data Eepresentativeness 1s typically measured
using statistical metrics, realism through human judgment, and novelty with pnivacy tests. Finally, an
wutial SDGS has been propesedin [1], which ounly carries out an extraction of datafrom only one source
to generate new data A summary of the literature review with the articles closest to ours is presented in
Table 1, showing the advantages and limitah ons with respect to our approach.

TABLE 1: LITERATURE REEVIEW EELATED TO OUER EESEAERCH

Work Advantages Limitations

[1] |Propose asynthetic data generator that usesthe |Data extraction iz performed from a single sowrce and doss not




advantages of the LD paradigm for automatic | perform a feature engineenng process to improve the generation of
detection and extraction of data samples for | synthetic data.

smoart grids, and the lemning capability of VAE
algorithims.

It describes an architecturs that incorporates |All sowces must be transformed to CSV before being used by the
[2] |complex data aggregation from moudtiple |architecture, and it does not have the ability to extract datasets
SOWICES. scattered on the web asLinked Open Data.

3] It presents a system for searching federated |It needs to manually create UNION cdauses to combine the results
RDF datasets using SPARQL queries. of fuenes

It presents a method of merging linked open
[4] |datafrom multiple sources converting them into
RDF triples.

It s cpate cifficult to budd datasets with this granularity and shll
maintain the relationship between the featwes of different datasets.

It proposes a fusion method baged on similanity
caloulation and ENN, which allows solving|The difficuty in queries remains due to the granularity of the
problems of entity conflicts between data|inform ation.

SOUICES

°]

VAE models are used to extract features from
[6] |brainimages cbserving the effect generated by
petturbations to the latent Z vector

The data generated by the VAE modsl ae uwsed to find the
explainability of the sxtracted features.

It proposes a feature selection method that helps
[7] |to acquire important features in the latent space
of the VAE model

It emphasizes the unportance of the weight selection and evaluation
m echanism for the VAE.

WVAE is used to incorporate the global chemical [VAE is not used to generate synthetic data but as a feature fusion
properties and the local atom andbond features. | component.

[E]

It's not defined methods that sllow the datasets to be obtained
autom atically, no featiwe engineering hasbeen applied to improve
the original data.

1 It proposes the use of VAE and G AN to generate
21 sytithetic data for crop recomm endation,

The main difference between our approach with previous works 15 that we define an entire architecture
for the generation of synthetic data, where aspects such as the acquisihon, preparaton and ophnuzaton
of the dataset are covered to umprove the generation of synthetic data.

B Contributions

The main difference between the works described above with this research is that our worl, before
generating data, secks to build arobust dataset with the extraction and fusion of all data from different
sources. In our case, the datasets already constructed in the study area are identified using the LD
paradigm. The selected datasets are then merged based on the relationships that exist between them.
Subsequently, a Feature Engineening process 15 camried out to build a robust dataset before passing it on
to the VAE, this allows us to offer new and more infermation from the data Finally, cur VAE 15 usedto
generate synthetic data from the created dataset In general, the mam contnbutions of this research are:

e Tt defines an SDG3 architecture for the automatic generation of synthetic data.
It specifies an automatic mechanism for dataset identification from multi-sources based on the LD
paradigm.
It specifies an automatic mechanism for the creatbon of arobust dataset based on multi-datasets.
It defines a Feature Engineenng module that merges, extracts and selects features,




This article 15 organized as follows: Section 2 shows the theoretical framework around SDGS; Section 3
degseribes the 2D GE components for the multi-sources and multi -datasets management processes, and
the feature engineening module, Section 4 descnbes a case study where the SDGE 15 tested, Section 5
presents the expeniments with the SDGS in different case studies and a comparison with other
architectures. Finally, Section 6 presents the conclusions of this research.

I 5DGS

The SDGE architecture generates synthetic data using the LD paradigm to 1dentify and extract data from
the Internet and the VAE technique to tramn a model with this sample so that this model can later be used
to generate synthetic data. This architecture 15 composed of the following modules (see Fig. 1) [1]:

e  DataSet Acquisition (DSA): The cbjective of this medule 15 to find data samples threugh LD-
based search mechanisms, taking advantage of Open Data Sources (OD 3) or endpoints.

* Data Preparation (DP): The objective of this module 15 to optimize the data sample It
nermalizes numencal attributes with igh variance, and processes textual or numerical data
representing a specific finite set of categonies or classes.

o Synthetic Data Generation (SDG): The objective of this module 15 to generate synthetic data
by traiming a VAE-based knowledge model, which autom atically extracts and learns the features
of the optimized data sample for a given context.

Synthetic Data

DataSet
Acquisition (DSA) Generation (SDG)

Specific Synthatic
Context

Data

Fig. 1: SYNTHETIC DATA GENERATION ARCHITECTURE [1].

In this work, SDG2 iz extended with new compoeuents in order to implement its Synthetic Data
Generabon funchonality.

I EXTENSICNS TO THE 5D GS

A Architecture

This research extends the approach propesed in [1] (see Fig. 2 Firstly, by adding two processes to the
DEA module, afirst process focused on the use of multiple data sources and a second process focused
on the fusion of multiple datasets. In addition, a new module, called Feature Engineenng (FE), 15 added
to analyze the charactenistics of the sample datasets to be used by the DG, allowing Feature Fusion,
Feature Extraction and Feature Selechion. Finally, the SDG 15 implemented using the VAE technique as
the data generator
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Fig 2: EXPANSION OF 5DG3

E. DSA Module

The objective of this module s to find data samples for a given context using the LD paradigm Table 2
shows the macro-algorithm of the DSA module. This module begins by analyzing the context of the
required data samples, obtaining the keywords to search the data samples (Step 1), Then, the Mult-
sources process 15 invoked to search the datasets using the keywords obtained in the previous step (Step
2). Finally, if it 15 decided to merge the obtained datasets with ancther dataset from an associated context
(Step 3), then the multiple dataset process 15 mvoked (Step 3.1).

TABLE 2: MACRO-ALGORITHM OF THE DA MODULE.
Imput: Specific Context
[Procedure:
1 The context of the required data1s analyzed i order to obtain the search keywords.
2. Involke the Multi-sources process to find a Data Sample using the search keywords
3. If merging the Data Sample:
3.1 Invoke the MMulti-dataset process to merge the Data Sample with the dataset from the associated
context.
Output: MNew Dataset

E.l. Multi-sources Process in DSA

The objective of this process 15 to find data samples from different dataset sources Specifically, the data
samples are obtained using search mechanisms based on LD, talang advantage of Open Data Sources
(OD3), searching each dataset source registered in the SDGE and selecting sample datasets that best
match the specific context requred. These dataset sources are officially provided by countnes/regions
such as Eurcope (https://data europa eu), Spain (https://dates gob.es/), Canada (https:/open. canada. ca),
Tnited States (https/fwww data gow/), among others. The metadata published by these sources follows
the CEAT standard (https:f/clean org/), which allows queries using the SPAR QL language. Table 3 shows
the macro-algerithm of the IMult -sources Process in DSA This process begins by prepanng the search
queries for each dataset source (Step 1). Then, each queryis executed in each dataset source, and the list
of possible datasets 15 obtained (Step 2) Finally, the listis ordered according to the degree of coincidence
with the required context (Step 3).

TABLE 3. MACRO-ALGORITHM OF MULTISOURCES PROCESS TO SEARCH SAMPLES OF DATA.
t[uput: Search Keywords




[Procedure:

1 Prepare the search queries with the search keyweords for each dataset source based on the LD
paradigm.

2. The search is executed for each dataset source and added to the list of possible data samples.
3. The data samples that best fit the search are sorted and selected.

Output: Data Sample

EB.2. Multi-datasets Process in DSA

The objective of this process 15 to build a data sample that combines information from different datasets.
Specifically, having a dataset from the main context recuired, another dataset belonging to a context
assoctated with the man context 15 searched Then, 1t searches for relations between the features of the
datasets; the matches are used as pivots for the merging of both datasets. Table 4 shows the macro-
algerithm of the MMulti-datasets process in DSA This process begins by inveking the IMulti-sources
process to find a Data Sample from the Associated Context (Step 1), Step 2 searches for the similarities
of both Data Samples; this stmilarity 15 based on the name and type of each feature of the IMain Data
Sample and the Associated Context Data Sample Finally, it merges the Main Data Sample and the
Associated Context Data Sample using the similarities as a pivot (Step 3), generating a Merged Data
Sample.

TABLE 4 MACPO-ALGORITHM OF MULTIDATASETS PROCESS TO FUSION SAMPLES OF DATA
Imput: IMan Data Sample, Associated Context Search Keywords
[Procedure:
1 Invoke the Multi-sources process to find a Data Sample using Associated Context Search Keywords.
2. Zearch for possible similanties between the characteristics of the IMain Data Sample and the
|4 ssoctated Context Data Sample.
3. Merge both Data Samples using the similarities as a pivot.
Output: Merged Data Sample

C. DP Module

The objective of this module 15 to transform the sample dataset into an optimal representation for the
VAE model, Imowing that this type of model works optimally with data ranging between [0 and 1] or [-
1and 1], either binary (digital) or continuous (analog) data Some of the tasks this module doesis comvert
textual or numerical data inte a specific finite set of categories (categorical data), ernormalize numercal
data with high vanance, among other things. Table 5 shows the DF macro-algenithm, which begins by
analyzing the dataset to determine the processes that will be required for each column of the data sample
(Step 1). For columus with numernic data with many different values, it proceeds to normalize them (Step
). For columns with textual or numenc data that can be represented in categones, it proceeds to
categorize them (Step 3).

TABLE 5 MACRO-ALGORITHM OF THE DF MODULE TO OPTIMIZE THE SAMFPLE OF DATA
Mmput: Sample Dataset




[Procedure:

- The sample of data 15 analyzed

. The attributes with numenc data and lugh vanance are normalized.

_The attributes with textual and numenc data with finite values are categorized.
Output: Preprocessed Data Sample

1
5
3

D. FE Module

The objective of this module 1s to analyze the charactenistics of the sample dataset It specifically analy ses
the Preprocessed Data Sample generated by the DF module, obtaining new information from the dataset
features and selecting the features that offer more wformation for the SDG module. Table 6 shows the
macro-algorithm of the FE module. This process begins with the analysis of the dataset (Step 1) Then,
i step 1.1, information 15 aggregated by applying Feature Generation techniques such as Interaction
Feature, Polynomaial Feature, Trigonometry Feature, Create Clusters, or Combine Eare Levels. In Step
12, information 15 added by applying Feature Extraction techniques such as IMedia-Based Feature,
IMedian-based Feature and Quartles-Based Feature. Finally, in step 13, it selects the features that offer
the most information, applying Feature Selection techniques such as Penmutation Feature Importance,
Eemove Multicollineanty, Ignore Low Variance, and Genetic Algonthm. In the next section, we will
explainin detal the Feature Generation, Feature Extraction and Feature Selection techniques used in the
case study to evaluate the behavior of cur 5D GE.

TABLE 6: MACRO-ALGORITHM OF FE TO ENHANCE THE SAMPLE OF DATA.
Imput: Preprocessed Data Sample
[Procedure:
1 Analyses the Preprocessed Data Sample:
1.1 Addnew information generated from its charactenistics.
12 Addnewinformation extracted from its charactenistcs.
1.3 Select the features that provide the most information.
Output: Enhanced Data Sample

E. SDG Module

The cbjective of this module 15 te generate the synthetic data from the data sample optimized in the
previous module In this process, a knowledge model 15 built and trained that automatically extracts and
learns the characteristics of the sample of data using VAE This knowledge model 15 then usedto generate
the synthetic data. Table 7 shows the SDG macre-algonthm, the process begins by configunng and
building the knowledge model that will learn the latent charactenstics i the sample of data (Step 1), Step
2 consists of trarning the knowledge model using VAE and the data sample. Finally, the synthetic dataset
15 generated using the previously created and tramed knowledge model (Step 3).

TABLE 7: MACRO-ALGORITHM OF 5DG FOR THE GENERATION OF SYHNTHETIC DATA.
Mput: Enhanced Data Sample
[Procedure:
1. The knowledge model with the desired configuration 15 bult,
2. The lnowledge model representing the sample of datais tramed
3. The synthetic dataset 15 generated with the knowledge model
Output: Synthetic Dataset




IV DESCRIPTION OF SDGS INA CASE STUDY
This section presents a case study, which shows the new capabilities of the architecture.
A Experimental Context

The objective of this case study is to show a functional version of the modules of the proposed system
for a smart grid context, allowing the automated extraction of a data sample and the ophmization of the
information provided by the dataset In general, this architecture can be deployed in any context for
automatic synthetic data generaton. Specifically, the modules will be deployed to search for datasets in
the context of Energy Management, with an associated context on Temtonial Indicators that will allow
us to show the fusion of datasets. Additionally, in order to show the ability to 1dentify and extract data
from multiple sources, it will use three sources of datasets:

- Canada Open Government (https:/fopen canada ca): it offers more than 40,000 datasets with
mformation from Canadian provinces, ternton es and municipalities on government activities such as
health, science and technology, economy andindustry, and education, ameong many others.

- Eurcpean Open Data (https//data europaeu): it offers more than 1.5 million datasets about 33
European countries with information on energy, agriculture, transport, regions and cities, ete., and

- Open Data of the Governm ent of Span (http://datos gob. es): it off ers more than 66 thousand datasets
with information on demography, uwrban planning and infrastructure, rural environment, and
employment, among others.

Cn the other hand, m this case study, different techniques were chosen for each type of feature
engineening that the system has, with the intention of showing how the FE module works. Each cne of
the selected techmiques 1s described below:

Fegarding the Feature Generation technique, the following technique was used:
- Tngonecmetric features generate new features by applying the tngonometric functhons tangent, sine
and cosine This process generates three features for each numencal feature in the dataset

Also, the next Feature Extraction techniques were used [11], [13]:

- Media-Based Feature, it extracts the mean of the feature and constructs a new feature with the
distance of each value of the feature with respect to its mean This process 1 repeated for each
numerncal feature in the dataset.

- Median-Based Feature, it extracts the median of the feature and constructs a new feature with the
distance of each value of the feature related to its median. This process is repeated for each numerical
feature in the dataset.

- Cuartiles-Based Feature extracts the quartiles of the feature (25%, 50%, 75%, 100%), where the first
quartile 15 all values that are less than 25% of the data for that feature, the second quartile 15 all values
greater than 25% and less than 50% of the data, the third quartile 13 all values greater than 50% and
less than 75%, the fourth quartile 15 all values greater than 75% and less than 100%. "With this
mformation, it builds a new feature that indicates the cquartile of each value of that feature. This
process is repeated for each numen cal feature 1n the dataset.

Finally, the next Feature Selection technique was used [13], [14]:

- Genetic Algorithm, it selects the features that provide the moest information using the fitness
mdividual's chromosome. A chromosome of an individual 15 represented by all the features in the
dataset and it 15 coded 1n bmary, 1 if present and 0 if not present 1n that mdividual. To calculate the
quality of an mdividual, a classification model 15 used as the fitness function. Particularly, to build



the classification model, the Logistic Eegression technique was used. The fitness of an individual 15
obtained based on the quality of the results of the classifier using the dataset only with the features
presented i this individual This dataset 15 divided inte two parts, the first part 15 used to train the
clagsifier and the other part iz used to measure its performance. In addition, 1n each generaton, it
creates a new population, which will serve to obtain the parents for the new individuals. At this poant,
it applies two genetic operations: crossovers and mutations. In crossover, it copies all the features
from one parentup to the crossover point, and the rest of the features are copied from a second parent,
the default probability for crossover 13 60%. In mutaton, 1t selects the features to which mutaton
will be applied, based on a probabality; the default value 15 10% At the end of this process, it
calculates the fitness of the populaton of mdividuals. All these processes are repeated until the
maximum number of generations is reached, the default values are 50 generations. In the last
generation, it selects the individual fittest This individual indicates which features provide the most
important information.

B IMulti-sources Process

The responsibility of this process 1s to search for a data sample from the various data sources registered
1w the system. This process begins when it receives the keywords of the problem context that requires a
dataset. For our case study, this information would be:

Keywords: “energy eectricity] consuwmption] Spain”.
Endpoints 1egistered in the system:
*EU: https/f/data suropa swspargl
*ES: http//datos gob esiirtuosolspargl
*CA: hitps://open canada.ca/spargl

It prepares quenes for each endpeint. For each endpoint, the queries are similar and are specified
SPARQL language:

FEEFIX det: <http/pul org/de/terms>
PEEFIX rdfs: <httpfarww w3 01g2000/01 frdf-schemag>
FEEFIX deat: <http/frww w3 orgime/deatd>
SELECT DISTINCT 7id Tidtype Thype Tusl Title
WHERE{

7id a deat Distribution

7id det:title Title.

FILTER regex(lang title), “en”, "1").

FILTER regex(Ttitle, Kaywords, "1").

71d det:form at Tidtype.

Tidtype rdfslabel Ttype.

7id deat:accessTURL Tual.
} LIMIT 100

Once the keywords and quenes are avalable, they are executed on their respectve endpomts. The
wformation obtained is structured with the fellowing data: i1d, idtype, type, url, title, endpoint, and
sumilanty ratio. To calculate this ratio, we use the Levenshtein distance metnc to compare the differences
between our keywords and the description or title of the datasets [12] Table 8 shows the search results
and similarity ratios. Finally, the selected dataset is the one with the highest similanty ratio.

TABLE 8: RESULT OF THE SEARCH OF SAMPLES OF DATA
Title Endpoint | Rati |




Electricity consmunption in municipaliies and sectors of Cataloma EU FO:TS
Electricity conmun ption in mund cipaliies and sectors of Cataloma ES 7075
Weeldy electricity consumphon in Castilla y Leon EU 746
Howly electricity consumption in the hospitals of Castile-Leon EU 73.6
Electricity generation by type of ener gy EU 728
Electricity Gensration CA 72.4
Installation of electrical energy producton Individualized data ES 7225
Electrcity Interchange 2016 Update CA 7.8
net-zero- electricity-provineial- generation- 2021 CA 71.4
Howly electricity dem and in Catalotda per MWh ES 71.0

C MMult-Datasets Process

The responsibility of this process is to merge datasets to generate a better sample dataset. This process
begins when it recetves the main dataset selected i the previous phase, and the keywords of the
associated context that requires a merged dataset. For our case study, this information would be:

Keywords: “Territonal] Indicatord Span™
Dataset: MainDataSample csv
Similaity Tlheeshold: 85%

Then, it recuests a dataset for the MMulti-sources process using the keywords of the context associated
(see sechon IVB) The AssociatedDataSample csv file obtaned will be merged with the
IMainD ataSample csv file.

To merge both datasets 13 necessary to 1dentify the columns that relate them. To do that, the first step 18
to extract and venfy the sumlanty of the titles and data types of the columns (vanables) between both
datasets. The sumilanty ratio of the titles 15 calculated and thosze that exceed the Similanty Threshold are
selected as possible pivot columns. Then, it venfies if the possible pivot columns are of the same data

type, and 1f they match, it selects them as pivots. Table 9 shows the pivots automatically selected by the
system for this case study.

TABLE 9: SELECTED PIVOTS.
Main Data Sample Associated Data Sample

N® Ratio
Title Datatype Title Datatype
1 Any integer Any ititeger 100
2 Comarca string Comarca string 100
3 Cod Municp integer Codi M eipi Ine ititeger a7

Finally, 1t merges the datasets using the pivots as a relatonship mechamism between the datasets,
obtaining the FusienatedDataSample cav file.

D FE IModule



The responsibility of this module 15 to generate new features by analyzing the new dataset and selecting
the features that provide the most information. This process starts by generating new features. For this
case, Table 10 shows the Feature Generation obtained with Tngonometric Features E g, tangent, sine
and cosine of Consumption k'Wh. These new features with trigonemetric behaviors provide the VAE
model with additional infermation at the time of the construction of the knowledge model.

TABLE 10: GENERATION OF NEW VARTABLES USING TRIGONCOMETEY FEATURES

Trigonometric Feature
Consump tien KEWh
tan{Consump tion KWh) sinConsump tion EWh) cos{Consumption KWh)
0.0000009595 0.0000009595 0.0000009595 1
0.0159895240 00169911588 0.0169887086 09998556815
0.3876446800 0.4083042838 0.3780080057 00258019580
0.8050319000 10421430222 0.7215454805 0.6923570409
0.9999999400 1.5574075191 0.8414700523 0.5403023583

Then, new features are extracted Table 11 shows these new features, the MMean-Based Feature, the
IMedian-Based Feature and the Quartiles-Based Feature In this specific case, the Mean-Based Feature
and Median-Based Feature calculate the distance of "Consumption kWh" with respect to its IMean
{0.002746) and Median (0.000151). These two features provide the model with information on the
dispersion of values in terms of the central value, either with respect to the mean and the median The
mean 15 usually better when the values follow a symmetric distribution and the median 15 better when the
values are outliers, as these values distort the mean. The Quartiles-Based Feature determines the quartile
to which "Censumption K'Wh" belongs by dividing the dataset into four equal parts; the first quartile 15
25%, ranging from 0 to 0.0000341155 The second quartile 15 50%, ranging from 00000341155 to
00001509117 The third cquartile 15 75%, ranging from 00001509117 to 0.0008732833 The fourth
quarhile 15 all values greater than 0.0008732833 This new feature provides mnformation to the model on
the behavior of the variables by classifying it into four groups.

TABLE 11: FEATURE EXTRACTION USING MEAN-BASED, MEDIAN-BASED AND
QUARTILE-BASED FEATURES

Mean-Based Feature Median-Based Feature Quartiles-Based Feature
Consump tion KWh
mean(Consump tion KWh) | median(Consumption KWk) | quartiles(Consump tion kWh)
0.000000969 5 0.0027454629 0.0001499422 1
0.0169895240 -0.0142430915 -00168386122 4
03876446500 -0.3848982475 -0.3874937682 4
08060319000 -0.8032854675 -0.3058809882 4
0.9999999400 -0.9972535075 -09998490282 4

Finally, Table 12 shows a swmmary of the resulting dataset, with some of the features selected using the
Genetic Algonthm. At the begmning of the process, there were 864 features in the data set, and when this
method was run, 422 features were selected Furthermore, it can be observed that most of the selected
features are binary, which 15 an advantage for the VAE model as it works very well with this type of
value. Another interesting fact 15 that 1n the feature selection for this dataset, the method selected only
the features that represent the year 2018 (Any_2018), since there 15 alot of information around this date.




TABLE 12: PARTIAL FEATURES SELECTED USING GENETIC ALGORITHM

Municps | AT72018 | Provinc BARCELONA | o (0 | s | " GG ORRES FUBLIQUES
0 oo oo 10 oo oo oo
1 oo oo 10 oo oo oo
2 oo oo 10 oo oo 10
4 oo oo 10 oo 10 0o
5 oo oo 10 oo oo 0o
35975 10 oo 0o oo oo 0o
35976 10 oo 0o oo oo oo
35977 10 oo 0o oo oo 10
35978 10 oo oo oo 10 oo
35979 10 0o 0o 0o 0o 0o

VANALYELS OF RESULTS

This section 15 composed of two parts, the first part focuses on the development of sxpenments with our
system in different case studies, and the second part focuses on companng our work with other
approaches.

A Analysis of SDGS

The amm of this section 15 to analyze the performance of the SDGE 1n different case studies that require
the generation of synthetic data In particular, it will generate synthetic data using data samples from
Energy, COVID-19, and Industry 4.0 contexts.

A1 Context of analysis

e considered 3 contexts where an initial dataset exists. The contexts are the following:

Energy: The onginal dataset 15 compeosed of information on electricity consumption 1n the
different municipalities and sectors of Catalonia. In addition, it was merged with other terrtonal
wdicators such as populaton density, economic level, among others. This dataset was obtained
thanks to the DEA IModule using the LD sources that our system has (more information n IILE,
IVEB and IV.C).

COVID-19: The oniginal dataset in this context 15 composed of information on COVID-19:
confirmed cases, deaths, hospitalizations, tests, among many other vanables [14] This dataset
was extracted from https: /github com/owid/covid-19-data/tree/m aster/public/data

Industry 4.0: This case study corresponds to a production process for the manufacturing of
sandwich bread, where the client can customize the wrapper (loge, name, etc.), the quantity, the
type of bread (grain bread, white bread, with sesame, with raisins, etc), among other things. The
production process involves devices like the smart conveyor belt that routes the breadto the least
busy device wrapping machine to pack the bread using the correct wrapper, smart slicers that
slice the bread, the smart printers, and the rest of the devices. The original dataget was composed
of infermation on the status of each preocess of a produchon line.




In each context, 4 experiments/cases were realized,
® Two experiments without using the new FE module: One case was using a small data sample
(case A) and the other case with alarge data sample (case B).
® Two expenments used the new FE module: One case was using Feature Generation and Feature
Extraction (case C), and the other used, additionally, Feature Selection (case D).

Fegarding the metncs, we used two metrics to analyze the quality of cur SDGS. The first metnc was the
Accuracy of the VAE model built in the different experiments (Section V.A 2) The accuracy measures
the performance of the bwlt model based on the total percentage of elements classified correctly.
Specifically, the accuracy of VAE is measured by comparing each input with respect to its output,
venfying how similar they are, since the learning process of this model 15 based on passing that input
through an Encoder and Decoder, to see if the model is able to reconstruct the input. The second metric
was the Two-Sample Hotelling's T-Squared Test, which allows companng the multivanate means of
chfterent populations (datasets with multiple varnables). This test allowed performing a hypothesis test to
venfy the existence of significant differences between two datasets In our case, it venifies the differences
between the training dataset of the VAE model and the synthetc dataset generated by the VAE model in
the different expenments (Section VA 3)

A2 Performance of the generated VAE models

Table 13 shows the results achieved by the VAE models bult with the different datasets. The accuracy
obtained using the new FE module offers better results than the models bualt without using FE. It should
alse be noted that using the three types of Function Engineering the results are better, as seen in the

Energy dataset with a precision of 0953, 1n COVID-19 wath 0963, and in Industry 4.0 with 0961

TABLE 13: RESULT OF THE ACCURACY OF VAE MODELS

Dataset Case Samp ke Featuies Accuracy
A 500 95 0903
B 29508 95 0912
Energy
c 209508 864 0947
D 20508 422 0953
A 356 26 0925
B 10000 26 0935
COvVID19
C 10000 67 0957
D 10000 59 0963
A 250 | 0918
B 10000 3 0946
Industry 4.0
c 10000 14 0952
D 10000 10 0961

A 3 Quality of the Datasets generated




The Two-Sample Hotelling's T-Squared Test checks for sigmficant diff erences between the dataset used
1w the training of the VAE model and the dataset with synthetic data generated by the VAE model. This
test proposes the fellowing hypotheses,

¢ INull hypothesis (Ho): the two datasets come from populations with the same features.

e Altemnative hypothesis (Hp): the two datasets come from populations with different features.

In addition, the significance level was normally 5% (alpha = 0.05), knowing that the inverse distribution
function of Fis (1 - alpha) =0 95 This value allowed determining when Ho was rejected, 1. when the
probability of Ho< 0.05 or when the calculated value of F was greater than the cntical value of the F
distribution table when transforming Hetelling's T2 statistic into an F statistic. Eejecting Hp indicated
that at least one of the vanables, or a combination of one or more vanables worling together were
significantly different between the datasets.

Finally, we compared the two datasets (training and generated) using the Two-Samples T-Seuared Test
that has the Python library pingouin®. This library executes all the calculations associated with the test
and returns the foll owing information:
& T2 Hotelling's T-squared value.
dfl: First degree of freedom.
df?: Second degree of freedom.
F. F-distribution value with df1 and df2%
P-value: Frobability of the null hypothesis (Hp).

Table 14 shows the results obtained in the different expenments. In this case, we are going to detail the
test analysis process for the first experiment since the other expeniments are similar The value 110 02386
i1 T2 was the result obtained in the different matrix operations of the test with both datasets. This value
when 13 transformed the Hotelling T2 statistic into an F statistic, we obtained the value 104906202
Having the F value, we had two methods to determine if there were significant differences between the
datasets:

o The first method required finding the enitical value in the F distribution table with the degrees of
freedom dfl = 95 and df2 = 904 and the default value of alpha 005 In this case, we used the
calculator offered at https://datatab net/tutorial f£-distributi on, where it gave an F-cnitical of 1 268,
Mow,if F = F-critical then the Hoisrejected In this case, it was not rejected, therefore, there were
no significant differences between the datasets.

¢ The second method required calculating the P-value In this case, the library gave us this value
(0.36056018). MNow, 1f P-value < 0.05 then the Hp was rejected. In this case, 1t was not rejected,
so there were no significant differences between the datasets.

TABLE 14 TWO-SAMPLE HOTELLING'S T-SQUARED TEST RESULT

Dataset Case Features | Two-Samp ke Hotelling's T-Squared Test

L https /pingouin-stats org/buildhtml/generated/pingovin multivariate_ttest il
2 Iuttpe: /fdatatab net/tut o sl £-distribution



T2 F dfl df2 Pvalue Hypo thesis

A 95 11002386 |1.04905202 4] oo4 036056018 Hp
B 95 10102386 |1.06171521 95 58920 032111891 Ho

Energy
c 364 80556456 |1.02137516 864 58151 032508918 Ho
D 412 42545645 |1.00099831 412 58593 048518434 Hp
A 26 22.367299 |0,82998016 26 685 0.70M47055 Ho
B 26 24 9877204 1005985472 26 19973 052147351 Ho

CovID-19

c a7 68346573 |1.01673144 a7 18032 043904005 Hp
D 59 57346573 |0.096915681 59 10040 054280117 Ho
A 3 13564567 |0.450336348 3 496 071717036 Ho
Industry B 3 18544546 |0.61808971 3 19986 060320568 Ho
4.0 c 14 10425738 |0 74421147 14 19985 073092497 Ho
D 10 6725738 |067227112 10 19989 0.75131788 Ho

When analyzing the expenments knowing that when P-values are less than 0.05 (tend to zere), Hp1s
rejected, it 15 observed that the results using the FE module with the three Feature Engineening methods
tend to obtain P-values closer to 1. For example, Energy with 0 48518434, COVID-19 with 0 54289117
and Industry 4.0 with 075131788, Only 1 COVID-19, the first expenment of this dataset with fewer
samples performed better (0. 70947055). In general, the P-value results indicated that the FE module
contnbutes to improve the quality of the synthetic data, since 5D G5 was able to generate synthetc data
very close to the data used to train the VAE model of the system, allowing the training of knowledge
models in cases where there was a problem of insufficient data.

On the other hand, ancther test was carried out to evaluate the quality of the synthetic data generated. In
particular, its use in the construction of classification models 15 venfied This test consisted of traning
and validating a Eandom Forest-based Classification model using the synthetic data, and then testing the
quality of the model using the onginal data, to venify ifit1s capable of classifying them correctly. Table
15 shows the results achieved in this test using different datasets In general, all models obtain excellent
Accuracy and F1 score, both 1n tramung with the synthetic data and 1n the tests cammed out with the
original dataset It 15 consistently observed that the models created with the synthetic data generated
through the different processes of Feature Engineering (cases C and D) obtain better results, as seen for
Energy with values of 0.936 and 0.883, in COVID-19 with 0.952 and 0.923, and in Industry 4.0 with
0.959 and 0.928, respectively. Thus, 1t 15 observed that the models with the synthetic data generated by
the FE module offer better results than the models that de netuse FE.

TABLE 15 RESULT OF THE ACCURACY COF CLASSIFICATION MODELS

Dataset | Case

Sample ‘ Features Traiming Testing




Accuracy F1 Accuracy Fl
A 500 95 D894 D859 D833 D.795
B 29508 95 ponz D885 D856 D.803
Energy

€ 29508 864 0923 0893 0877 0.827

D 29508 422 0936 0912 0883 0.831

= 336 Bl 0oos D888 D872 0.844

B loooo Bl 0924 0901 0895 0.858
CovID19

c 10000 67 0941 0914 0908 0.869

D 10000 59 0952 0932 0923 0.881

A 250 3 0903 0892 D864 D815

B 10000 3 D927 D903 D889 D.862
Industry 4.0

c 10000 14 0944 0927 0916 0.878

D 10000 10 0959 0940 0928 0.890

B Comparative analysis

Thig section caries cut a companson with other similar works in the literature. For that, two types of
comparn sons were carried out

B 1 Qualitative companson

In this paper are 1dentified the following four evaluation critena for a qualitative comparison with other
worls (Table 16):

¢ (1 Sample data acqusttion mechamsm.

o (2 Sample data preparation methods.

o (O3 Feature engineering techniques.

o (4 Metrics used to measure the quality of synthetic dataset generation.

TABLE 16: QUALITATIVE ANALY SIS WITH PREVIOUS WORKS

Work Cl c2 Cc3 Cc4

[9] Dataset Mot indicated Not indicated Mean and 5 tandard Deviation of




Mimitiae, False Acceptance Fate
(FAR) and True Acceptance Rate
(TAR)
_— o F-mean clustering algorithim and
[10] Dataset Notindicated Mot mndicated Area Under the Curve (ATIC)
Data Morm alization o Dice lozs, IolU =eore, F-zcore,
[t5] Lo and Data Scaling Mgtncicated Accuracy, Recall, and Precision
s g Fecall, Precision, F-score,
[16] Oatology Not indicated Not indicated Average Precision and TuO score
[17] Dataset Not indicated Not mdicated Accuracy
[1&] Dataget Mot indicated Mot indicated VAl Nove.lty, Umclueness,
Reconstruction and 5 core
[20] Datazet Mot indicated Mot indicated Dlscnnu.napve soore and
Predictve scores
Data Norm alization ; Data heatmap, Correlation, Chats
(21] 1 gtase and Categorical Data Notapphsd by features and Accuracy
Antomatic Featwre Generation (5
Our extraction of Data Norm alization | technicues), F eature Extraction Two-Sanple Hotelling's T-
approach| datasets using LD | and Categorical Data| (3 technicues) and F eature Squared, F1, and Accuracy
and REST API Selection (4 techiicues)

EFegarding criterion C1, most of them used datasets with data samples prepared for a specific study.
However, mn [16], the authors used an ontelogy that stores all the knowledge and from there, the sample
dataset wag extracted for the generation of synthetic data In our work, the datasets were automatically
extracted from external sources usmng LD, In addition, our dataset extrachon mechamsm allows the
fusion of several datasets for a single data sample, allowing extending the features of the synthetic
dataset. With respect to C2, most of the works do netindicate what preprocessing 15 done with the dataset,
although, due to the generation model they use, all of them should perform aneommalization of the data.
Additienally, in [15] was carried out a pyramidal rescaling of the input data, ebtaining informati on from
chfferent levels of precision. In [21] and our worls, several transformations were camied out.

Eegarding cntenon C3, 1n [21], they do not apply feature engineering techniques to wmprove the
generation of synthetic data, and in the rest of the works, they do not indicate if they use any technique.
In our case, the system has several methods for feature extracton, generation and selection (see sections
IID and IVD) Conceming criterion C4, the works [9], [10], [18] and [21] used specific metnics for the
type of problem to be solved In our case, we used the two-sample Hotelling T-squared to detenmine in
general terms the degree of similanty of the synthetic dataset with respect to the sample dataset used to
train the VAE model, and the accuracy to evaluate the quality of the knowledge model Some papers used
the same metrics (e.g., [15], [17]. [21]), and [15] and [ 16] use Recall, Frecision and F-scere.

B 2 Quantitative comparison

This section focuses on a quantitative comparison with other worles that used the same metric as ours.
We have used the same context of study in each case to carry out this test Table 17 presents the metnics
obtained in these works.



TAELE 17: QUANTITATIVE AMALY 515 WITH PREVIOU:S WOERIS

Work Accuracy
[15] 96%
[17] 95%
[21] No indicate
Cur 02% for dataset from [15]
approach 06% for dataset from [17]

Eegarding the works [15], the results were a little lower, and that difference perhaps came from the
generation model used 1n each case (in [15], a generatve adversanal network, and i our case, a VAE
technicque). In [17] and our work, the values of the accuracy metric were higher than 95%, 1. e | they
presented very good results. In general, in our work, the results were presented i a range of values
ranging from 92% to 96%, these results depended on the charactenstics of each dataset used to train our
synthetic data generator Although [21] uses the same metne, the value aclhieved 15 not presented in the
paper.

V1 CONCLUSICONS

The extended SDGS provides an autemated architecture for the generation of synthetic data using the
LD paradigm as an identifier and extract of data source, and VAE as a generator In this worlk, three
extensions were implemented The multisource extension allows extracting sample data autematically
from chfferent data sources. In the case of our architecture, it has implemented an extraction mechanism
based on LD queries, where queries were built using semantic tags that allow extracting datasets with
the fratures of the context of the problem. In addition, this architecture integrates amechanism that allows
datagsets to be merged, which favors the expansion of the features of a dataset This multi-dataget
extension was based on the automatic search for pivots that serve as a comm on point for the union of the
datasets. Finally, the third extension adds to the SDGS arclutecture a new module with Feature
Engineering processes that allowed generating and extracting of new features by applying different
techniques to the dataset Also, 1t allows selecting the features that offer more mfommation to the VAE
model. This module mcluded five feature generation techni ques, three feature extraction technicques and
four feature selection techniques.

A case study was described in detail to show the new capabilities of the SDGE architecture using the
three expansions specified in this research. Finally, two metrics were used, the first one was the accuracy
for analyzing the performance of the models generated with the new SDGS functionalities, obtaining
results above 90%. The second one was the Two-Zample Hotelling's T-Zquared Test to determine the
quality of the synthetic data generated by the system, obtaining synthetic datasets very sumilar to the
datasets used to train the VAE models. Also, a comparative analysis was carried out with related worlks
of generation of synthetic data, detailing the different characteristics present m each of them.

SDGE has some limitations, for example, it only feeds on datasets from repositories obtained using the
LD paradigm. The second limitation 15 1n 1ts pivot selection mechanism for merging datasets. In addition
to checking that the columns were of the same data type, only the column names were compared using
the syntactic sumilarity of the two strings. The third limitation 15 that the architecture only uses defaunlt
values in its different configuration parameters (e.g., for the VAE technicue).



Future works will test other types of data sources for the multi-source process of the SDGS architecture,
allowing the construction of sample data from databases, and knowledge graphs, among other current
technologies associated with dataset repositonies For the mult-dataset process, it will test other pivot
selection mechanisms with innovative techniques in text nterpretation to allow semantic analysis of text
strings, use of synonyms, translations, among others Likewise, it will use the LD paradigm for the
construction of a new intelligent layer, called Meta leamimng, which wall allow the automatc adjustment
of the architecture's parameters to optimize the generation of synthetic datasets according to the desired
context and the knowledge model to be bult Fmally, other future work should evaluate the quality of
synthetic data obtained in contexts other than classification tasks, such as, for example, to build predictive
or prescnptive models (in this particular area, there 15 very little data).
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8.13 Anexo 5.F: Meta-learning Architecture for ACODAT in the Context
of Agro-Industrial Production Chains of MSMEs
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